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1.0 INTRODUCTION

The contractual studies and analyses which are presented in this

final report are concerned with the electronic counter-countermeasures (ECCM)

performances of several different receiver processing schemes for uncoded

frequency-hopped multiple-frequency-shift-keying (FH/MFSK) radio communication

systems. The systems which we have considered belong to the class known as

fast frequency hopping, in which the M-ary symbol (one of M baseband frequen-

cies representing K = log2M bits of information) is transmitted L times on

L successive hops with pseudorandomly selected carrier frequencies. In this

manner the energy in the spread-spectrum FH/MFSK waveform symbols is further

spread over time, enhancing the low-probability-of-intercept (LPI) qualities

of the modulation. The main question addressed by our studies reported herein

is whether the use of these L hops per M-ary symbol also provides a form of

time-diversity anti-jamming improvement for the system.

As a prelude to the detailed mathematical analyses and graphical

summaries of numerical computations in Sections 2 through 8 of this report,

the remainder of this section discusses the background of spread-spectrum

communications to set the context for these studies. This section then con-

7 '. cludes with an executive summary of the important findings and results

contained in the body of the report.

The main body of the report is divided into seven sections. Sections

2, 3, 4, and 5 present details of the analysis of the effects of partial-band

noise jamming on the performance of the square-law linear combining receiver,

the adaptive gain control receiver, the clipper receiver, and the self-normal-

izing receiver, respectively. In section 6 we compare the performance of

*These receiver types are further defined in Section 1.3.1.
".44.
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the different receiver structures and discuss how the results of our work can

be applied to design of an ECCM radio system. In Section 7 we change sides,

V'. and take the jammer's viewpoint to discuss how the results of this study can

be applied to the problem of optimizing the design of a jamming system.

Section 8 considers the topic of tone jamming and its effects on the perform-

ance of the square-law linear combining receiver. The report concludes with

'a number of appendices which contain mathematical proofs and derivations in

support of the main text, as well as listings of the major computer programs

used in obtaining numerical results. Specific comments applicable to all of

these computer program listings are contained in Appendix 1A to avoid unnecessary,

tedious repetition.

1.1 BACKGROUND

A fundamental requirement of modern military communications is to

achieve reliable transmission of signals over a channel that is affected by

interference of several types. When the interference is generated by a hostile

party with the intention of disrupting the communications link, the channel

is subjected to an electronic warfare environment.

In an electronic warfare environment, the communicator and the inter-

ferer (the jammer) both have an uncompromising conflicting interest to achieve

their own respective objectives. The objective of the communicator is to

design the communication system to render a low probability of intercept (LPI);

and further, if jammed as a result of being detected (intercepted), to mitigate

the effects of the interference. To an interceptor, on the other hand, the

primary objective is to optimize the use of his available jamming power to

victimize the communicator's LPI signal traffic to the desired level of degrada-

tion.

2
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Consider first the objectives of the communicator, who seeks to

*- . achieve his design goals for the system by providing anti-jam (or jam resistant)

features as well as an inherently high processing gain for reducing the perfor-

mance-degrading influence of jamming power in the demodulation process. When

the communicator realizes that the jammer's strategy is to optimize the appli-

cation of his jamming power resource upon detection of the communicator's

signal, the first and foremost objective of the communicator is the design of

the most power-efficient LPI waveform to reduce the detectability of his signal.

The basic axiom for designing such a waveform is that the energy spectral density

must be weak, which leads to the choice of a spread-spectrum waveform.

There are two basic classes of spread-spectrum systems which are

.p' commo.nly used: direct sequence (DS) and frequency hop (FH). In a DS system,

a high-rate pseudo-random code is modulo-2 added to the baseband data before

it modulates the carrier. The carrier modulation for a DS system is usually

some form of phase-shift keying (PSK). In an FH system, a pseudo-random code

is used to select one of many available carrier frequencies for transmission

at a given time; the information is usually modulated onto the hopped carrier

by frequency-shift keying (FSK).

*Both DS and FH systems are viable spread-spectrum techniques.

However, in an electronic warfare environment where strong jamming is expected,

frequency-hopping frequency-shift-keying (FSK) schemes are usually employed

for two practical reasons: (1) the frequency-hopping system is capable of

providing high processing gain; and (2) the FSK modulation can be processedB noncoherently. A DS-SS system has two drawbacks: (1) current technology

does not allow the generation of pseudo-random sequences at rates higher than

a few hundred megachips per second, which may not provide sufficient processing

gain; and (2) the DS-SS system necessarily employs phase-shift-keying modulation
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and, hence, phase coherence over the spreading bandwidth is required. Current

technology is limited to only 50 MHz or less for achieving phase coherence.

Given that the system is to employ frequency hopping, the data mod-

ulation will be some form of MFSK. It is well known that the use of higher-

order alphabets with conventional (non-hopped) M-ary FSK (MFSK) gives sub-

stantial performance improvement for equal bit energy-to-thermal noise density

ratios in the Gaussian channel, as shown in Figure 1-1. Thus, it is natural

to consider the use of MFSK in conjunction with FH in a spread-spectrum system.

CHowever, the performance of the FH/MFSK system under jamming conditions must

be known before such a system design decision can be made. Similarly, the

performance of alternative receiver structures must be available to the system

-. designer in order to make an appropriate selection.

We now turn our attention to the interceptor's point of view. His

objective is to detect the communicator's LPI signal and, upon detection,

initiate jamming operations. As illustrated in Figures 1-2 and 1-3, the jammer

may be airborne and hence jamming power is limited. Thus, the jammer's obective

is to maximize the degradation of the victim's communication link with minimum

application of his jamming power. It is well known to both the communicator

and the jammer that the optimum way of utilizing jamming power against FH-SS

systems is to concentrate the (limited) jamming power over a selected fraction

of the total system bandwidth, which is assumed to be known to the jammer.

This strategy is called partial-band jamming.

1.2 OBJECTIVE OF THIS STUDY

The purpose of this report is to study the optimum strategies available

to both the communicator and the interceptor under existing constraints placed

by each party. To a communicator, the optimum selection of the number of hops

per symbol under the worst-case partial-band-jamming environment is the primary

* 4
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knowledge he must possess. He must recognize that when the ratio of jamming

power to his communication transmitter power exceeds a certain level, a severe

constraint is placed on the choice of L (the number of hops per symbol) if

the message bit stream is to be recovered with an acceptable error probability.

In our previous work [1], we considered the performance of FH/BFSK

(binary) systems in the partial-band noise-jamming channel and in the tone-

jamming channel. We also considered several receiver structures including

both linear and nonlinear diversity combining structures. One important

result of this work was the observation that the effects of thermal noise must

be included in the analysis if misleading results are to be avoided.

The present work extends the prior work to the case of FH/MFSK

systems in the partial-band noise-jamming channel and in the tone-jamming channel.

Past efforts at analysis of M-ary systems have frequently avoided the analytical

and numerical difficulties associated with an exact analysis by resorting to

approximations such as the union bound. However, we have discovered that the

use of the union bound can introduce substantial errors which are unacceptable.

Indeed, the behavior can be so anomalous as to go contrary to what is expected.

As shown in Figure 1-4, the application of the union bound to FH/MFSK on the

partial-band noise-jamming channel would lead one to conclude that increasing

M would degrade performance, which is counter to the expected improvement

due to M-ary coding gain. This same anomalous behavior of the union bound was

observed by Crepeau and McGregor [12] when thermal noise was neglected in

the analysis. Given this behavior of the approximate analysis, we have no

choice in this study but to use exact formulations of the bit error probability.

1.3 SUMMARY OF RESULTS

We consider for analysis a communications system in which the source

sequence of binary digits at rate Rb = 1/Tb is encoded into M-ary symbols,

8
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withM at a symbol rate of Rs  Rb/K = I/Ts. As shown in Figure 1-5,

these M-ary symbols are applied to a baseband MFSK modulator which selects one

of M signaling frequencies. The output of the modulator is mixed with a

hopping local oscillator which hops, under control of a pseudo-random code

generator, at a rate RH = 1/t. The output of this mixer is passed through a

bandpass filter with bandwidth equal to the system bandwidth, up-converted to

the final radio frequency, amplified, and radiated from the antenna. The final

hopping waveform is illustrated in the frequency-time diagram shown in Figure 1-6.

1.3.1 Results for Partial-Band Noise Jamming

The rationale for using the multiple hops per symbol is to counter

the effect of intentional jamming. From the viewpoint of the jammer, wideband

noise jamming is the least effective strategy. Instead, the jammer may employ

a partial-band noise-jamming strategy, as illustrated in Figure 1-7, wherein

only a fraction y of the system bandwidth W is jammed with Gaussian noise.

We have analyzed the performance of several receivers in the partial-

band noise-jamming channel. In conducting these analyses, we have included

the effects of thermal noise and have used exact formulations for the error

rates rather than bounding techniques. This latter point is quite important

since there are known instances where the union bound gives anomalous behavior,

,%. as discussed in Section 1.2. As our results show, the partial-band noise-

jamming channel is, in fact, one of the cases where the union bound sometimes

fails.

.5 All of the receiver structures which we have analyzed can be sum-

marized by the block diagram shown in Figure 1-8 and the specifications in

Table 1-1. The four receivers analyzed are the linear combining receiver,

the clipper receiver, the adaptive gain control (AGC) receiver, and the self-

10
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TABLE 1-1

DESCRIPTIONS OF THE RECEIVERS

IS SIDE

- RECEIVER SPECIFICATION OF INFORMATION ON

TYPE z f 
JAMMING STATE

"-" TEik fk i=1,2,...,M REMARKS USED IN DECISION?

LINEAR COMBINING z =x Direct Connection- .i IEA OMIIN ik Xik No

RECEIVER (Linear Combining)

CLIPPER Xik, Xik .<  Soft Limiter
RECEIVER zi k (Nonlinear Combining) No

in, xi>1

z x C
ik ik k

AGC Adaptive Gain Control
RECEIVER

I 2 if not jammed No
k C 2 =i (Nonlinear Combining)

:, 2+o, if jammned

(C2  measured)
.J. k

SELF-NORMALIZING x ik Practical Realization
RECEIVER zi k =  M

xik of AGC Using

i In-Band Measurements
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normalizing receiver. The linear combining receiver is a conventional design

approximation based on a maximum-likelihood receiver for the Gaussian channel.

The clipper receiver inserts soft limiters to restrict the ability of jammed

hops to dominate the decision process. The AGC receiver uses an additional

channel to measure the noise level to provide hop-by-hop normalization of the
-p."

detector outputs. Finally, the self-normalizing receiver is a practical

adaptation of the AGC receiver using in-band measurements to perform the hop-

" by-hop normalization of the detector outputs.

In addition to the characterization of the receivers by the weighting

of the hop-by-hop samples, we may also characterize them by the power-law

characteristic of the envelope detector. In Figure 1-8, we show a p-law

envelope detector. If p = 1, we have a linear-law envelope detector, whereas

if p = 2, we have a square-law envelope detector.

The performance of a square-law linear combining receiver is typified

by the curves shown in Figure 1-9 for L = 2 hops/symbol with the alphabet

size, M, as a parameter. Comparison of this figure with Figure 1-4 clearly

shows the necessity of performing an exact analysis rather than using the

union bound.

_ Performance comparisons among the several receivers are given in

Figures 1-10 and 1-11 for L = 1 and L = 2 hops/symbol, respectively. Additional

performance curves may be found in Sections 2 through 5 of this report. We

_ see from the figures that the AGC receiver is uniformly better than the square-

law linear combining receiver and the clipper receiver in the partial-band

noise-jamming channel.

1.3.2 Results for Partial-Band Tone Jamming

As an alternative to partial-band noise jamming, the jammer may

16
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employ a number of discrete tones. We assume that the jammer will not be able

to place a tone in every one of the N available frequency cells within the

system bandwidth W, but rather will be able to generate only q < N tones.

Hence, we use the term partial-band tone jamming to describe this situation.

The modelling of a partial-band tone jammer is more complicated than

the modelling of a partial-band noise jammer. Since the jamming tones are

discrete sinusoids, we have the additional parameter of the method by which the

q tones are distributed over the N frequency cells. We assume that the total

available jamming power J is divided equally among the q tones with each tone

having power J0 = J/q. We further assume that there will be at most one

jamming tone in any given frequency cell, and that the jamming tone (when

present) is at the center of the cell (no frequency difference between the

jammer and the signal tones).

We have considered three different partial-band tone jamming models:

randomly placed tones

evenly spaced tones (barrage jamming)

band multitone jamming.

These three models are illustrated in Figure 1-12.

The first model is randomly placed tones in which the jammer makes

.equiprobable random selections, without replacement, from the N slots to

determine where to place his qtones, 1 < q ! N. This model has also been called

independent multitone jamming by some authors [13].

The second model, which we call barrage jamming, consists of q tones

spaced at uniform increments of nB Hz; only the starting location for the

first tone is picked at random. The maximum number of jamming tones under

this model is qmax = N/n + 1. Furthermore, the largest useful spacing is

n = M; for if n > M, then at most one cell of the MB-Hz wide M-ary clustbr

20
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can fall on a jamming tone during a given hop (the cluster of width MB Hz can

not span two or more jamming tones separated by nB Hz when n > M). Thus for

this model we restrict the parameters to the range

1< q <N +1 (1-la)
_ n

and

1 < n < M. (1-1b)

The third jamming model is known as band multitone jamming [13].

In this model the jamming tones are distributed in such a way that, when

jammed, exactly n tones are present in an M-ary cluster. However, the specific

filters within the cluster are randomly selected. This model is most appro-

priate when the hopping takes place in increments of MB Hz rather than B Hz,

for it is difficult to conceive of any other way a jammer could insure the

exact number of tones (other than n=l) in the cluster when it is jammed (except
,y

perhaps for a partial-time follower jammer which, after dehopping, could appear

to the system as a band multitone jammer). For band multitone jamming, we

restrict the parameters to the range

n MN (1-2a)

and

1 < n < M. (1-2b)

We emphasize that the definition of the parameter n for band multitone jamming

is quite different from the definition of n for barrage jamming.

The analysis of receiver performance in the partial-band tone-jamming

*- channel is more complicated than is the case for the partial-band noise-jamming

channel. Therefore, we confine our attention to only one receiver structure,

the square-law linear combining receiver. We chose to analyze this receiver

in the partial-band tone-jamming channel because the linear combining posed

22
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the fewest analytical obstacles. Even with this choice, when we included
r.e' thermal noise effects in addition to the jamming tones, it became necessary
,. p. '

to resort to approximations to the density function of the output of the

signal channel to obtain numerically useful formulations for efficient com-

putations. These approximations, which are discussed more fully in Section 8

of this report, give reasonably good agreement with the exact formulation

as shown in Figure 1-13.

An example of the results for the performance of the square-law

linear combining receiver in the partial-band tone jamming channel is given

in Figure 1-14 for randomly placed jamming tones with the number of jamming

tones as a parameter. The figure also shows the envelope of these curves as

the performance when the jammer optimizes his choice of the number of jamming

tones. We note that the curve of Pb(e; yopt) vs. Eb/No follows the curve

for y = 1/N for sufficiently high Eb/No. This is due to the restriction

that q > 1, and hence y = q/N > 1/N, which arises from the requirement that

the number of tones be a positive integer.

By constructing curves of Pb(e; yo) vs. Eb/No similar to Figureb opt Eb

1-14 for the other jamming models, we are able to produce curves such as that

shown in Figure 1-15 to compare various jamming strategies for y =y

In Figure 1-15 we have plotted the performance of an FH/BFSK receiver with one

hop/bit in the various partial-band tone-jamming channels considered, along

with the performance in the partial-band noise-janming channel for comparison.

From the figure we see that band multitone jamming with one tone per band and

barrage jamming with spacing equal to M are the most effective jamming strategies.

. _For moderate values of E b/NJ . randomly placed tones are also equally effective,

but for Eb/NJ below about 12 dB, the effectiveness of the randomly placed tones

falls off. For Eb/Nd above about 35 dB, the curve shows partial-band noise

23
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jamming to be most effective. This is a result of a slightly different max-

'" imization technique used for the partial-band noise-jamming model, wherein

the fraction y was allowed to approach arbitrarily close 0. Were we to limit

y to a value greater thanM/N forpartial-band noise jamming,* its apparent

superiority at high Eb/NJ would not remain.

The comparison of the several tone-jamming models was performed for

M = 2 using an approximation in the density function of the output of the signal

channel to obtain numerical results with a reasonable expenditure of computer

time. Once we identified the worst-case tone-jamming scenario as barrage

jamming with spacing parameter n = M, we reverted to the exact analysis to

examine the performance of systems with higher values of M under this worst-

case scenario. The results obtained from this analysis using the exact equations

are typified by Figure 1-16 which shows the performance of a system with L = 2

* hops per symbol under worst-case barrage tone jamming with tone-spacing param-

eter n = M, where M is a parameter.

We see from Figure 1-16 rather startling behavior of the performance

under tone jamming: as M increases from 4 to 8, the performance degrades.

Careful examination of the physical situation provides the explanation.

When M is increased, the jamming power per jamming tone, under optimum choice

of the number of tones, and for a fixed Eb/NJ, is higher relative to the

signal power for M = 8 than for M = 4. This is possible because the increased

frequency occupancy of the 8-ary signal cluster (8B vs. 4B for the 4-dry system)

allows the jammer to use fewer tones while maintaining a high probability of

causing interference. This situation is discussed in greater detail in Section

8.3.3.

For partial-band noise jamming the minimum y is M/N because of our assumption
that the entire M-ary cluster is either jammed or unjammed.
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1.3.3 Concluding Remarks

We have analyzed the performance of FH/MFSK receivers for an L-hops/

symbol transmission scheme in the partial-band noise-jamming and partial-band

tone-jamming channels. Our analyses have taken the important step, which was

missing in prior work, of including the effects of thermal noise. Our numerical

results show that, under strong jamming conditions, a limited M-ary coding

gain is achieved. For the nonlinear combining receivers, a very limited

amount of quasi-diversity improvement may be gained by increasing the number

of hops per symbol, but only over a limited range of Eb/NJ.

These results are new, and demonstrate that neglecting thermal

noise in the analysis can produce misleading results. Further, it shows that

bounding techniques, such as the union bound, are not always appropriate

for the partial-band jamming channels.

Finally, our results also show that use of multiple hops per symbol

is not uniformly effective in countering the effects of partial-band jamming.

The use of multiple hops per symbol should be viewed not as an anti-jam measure,

but as solely a low-probability-of-intercept measure. A slight AJ gain can

be achieved by use of higher-order M-ary alphabets in the partial-band noise-

0jamming channel, but this should be used with caution because it may actually

degrade performance in the partial-band tone-jamming channel if the jammer is

'S able to optimize his tone spacing and number of tones for the specific modulation

used by his victim.
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2.0 PERFORMANCE OF CONVENTIONAL SQUARE-LAW LINEAR

COMBINING RECEIVER

The first receiver which we analyze is the conventional

square-law envelope detector with linear combining of the multiple hops per

M-ary symbol. This is a well-known receiver structure, based on the maximum

likelihood structure for the Gaussian channel. In the following discussion,

we obtain expressions for the performance of the square-law linear

combining receiver in the Gaussian (thermal) noise channel, and under both

wideband and partial-band noise jamming conditions. The section concludes

with a selection of numerical results presented in graphical and tabular form.

The square-law linear combining receiver is presented as a baseline

for comparison of other more complicated receiver structures. Although the

square-law linear combining receiver is a reasonably close approximation to

the optimum receiver for the Gaussian channel, we would expect that some

other structure may provide better performance on a non-Gaussian channel

such as the partial-band jamming channel. Indeed, we show in subsequent

chapters of this report that this is the case.

2.1 PERFORMANCE OF SQUARE-LAW LINEAR COMBINING RECEIVER IN
*THE GAUSSIAN NOISE CHANNEL

'i The M-ary FSK modulation conveys information by transmitting one

of M=2K symbols every Ts seconds, where the symbol to be transmitted is

* determined by a group of K data bits. If the information source produces

bits at a rate Rb= I/Tb, then one M-ary symbol must be transmitted every

Ts = KTb. seconds. The M-ary symbol is conveyed to the receiver by selecting

one of M frequencies to be transmitted. We assume the frequencies are spaced

evenly across a contiguous band with the spacing chosen as the reciprocal of

the pulse width to obtain orthogonal signals.
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In order to provide some degree of protection against jamming,

the signal is further subjected to a spread spectrum modulation in the form

of frequency hopping. Every t = Ts/L seconds the location of the M-ary

cluster of M frequencies is hopped over a wide band W, thereby dividing the

M-ary symbol of duration Ts into L hops each of duration T. Thus the band-

width of the pulse transmitted on any one hop is B 1/T; and the bandwidth

of the M-ary cluster will be MB= M/T. If the total system bandwidth is W,

then N= W/B-M+1 hopping locations are available; if W/B >> M we may make

the approximation N=W/B.

The receiver for the MFSK/FH signal is shown in Figure 2-1.

The incoming signal is dehopped by mixing with a synchronized replica of the

hopping oscillator at the transmitter. The dehopped signal (plus noise and

jamming) is then applied to a bank of M bandpass filters, each of width B,

centered at the M possible signalling frequencies. The output of each filter

is processed by a square-law envelope detector (i.e. a device whose output

voltage is proportional to the square of the envelope of the input signal).

Each squared envelope is sampled once every T seconds. The L samples from

Ar the L hops in one symbol are summed for each channel of the receiver. At the

end of L hops the sums are compared, the largest sum is selected, and the

symbol decision is made on the basis of which channel has this largest sum.

2.1.1 Performance Analysis

The dehopped received waveform r(t) may be represented during any

given hop as

r(t) = s(t) + n(t) (2-1)

where s(t) is the information-bearing signal and n(t) is bandlimited white

Gaussian thermal noise. Over a hop interval the signal s(t) at the output

of the dehopping mixer in the receiver is

31
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s(t) = Y'"- cos(2rfit + ei), symbol "i" transmitted,

i = 1, 2,...,M, (2-2)

where S is the received (average) signal power; fi is the frequency for theS1

- i-th symbol, i=1, 2,...,M; and ei, i=1, 2,...,M are independent phases

uniformly distributed on [0, 2w). The thermal noise n(t) may be expressed

in the form of a Rician decomposition,

ni(t) = nci(t) cos 21fit+nsi(t) sin 27rfit; i=1, 2,... ,M,

(2-3)
where n (t) and n s(t) at a given time are statistically independent

Gaussian random variables with variances (or average power) given by

E[n?(t)] = E [ni(t)] = E [n2(t) = 02 = toB (2-4)

where No is the noise density in watts per hertz.

Without loss of generality, we may assume that the symbol "1" is

transmitted. Then each of the squared envelope samples z11 is a scaled non-

central chi-squared (x2) variate with two degees of freedom. The density

function is

p ( 0 exp -(2-5)

N ( N (Nfo'O2

where

_S _U2 (2-6a)

N =N

is the signal-to-noise ratio .for one hop. If the symbol energy is Es, then

" (2-6b)
"N LNo
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which may also be written as

KEb
N LN (2-6c):ON. LNo

where Eb/No is the bit energy-to-noise density ratio.

The squared envelope samples of the noise-only channels, zi.,

i = 2, 3,...,M, are each scaled central x2 variates with two degrees of freedom

and density function

1(a) 2 - exp , i=2, 3,...,M. (2-7)

N

Since the sum of X2 variates is another x2 variate, the density of the sums

of samples taken over one symbol, as shown in Figure 2-1, is given by

I!( =~ k--(2o2  -1)/2 exp c' I 02jN ) (2-8)-PZ1( 2o a2 p exp0 2a2 N) ILI "2

NNS

for the signal channel and

2o2=1 2a \ (L1 exp - - ~,i2, 3,.. .,M (2-9)
2a (N)2 2a2NN NJ

for the noise-only channels. The probability of making an incorrect symbol

decision is

P5(e) Prob z1 < z2 or z, < z3 or ... or z < zM(2-10)

or equivdiently

PS (e) = l-Prob z 1 > z2 and z, > z3 and ... and z, > ZMj. (2-11)
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In terms of the density functions, (2-11) can be written as

Ps (e) = 1 - Pz (a) Pz2()d d. (2-12a)

Since the density pz (a) integrates to 1, we may also write (2-12a) in the

form

Ps(e) = pz (a) 1[ pZ2 ()d] da. (2-12b)

Substitution of (2-8) and (2-9) into (2-12b) yields

o: 2o-2.  PN exp L-
• -':O N 22

S1 1 exp(- d da. (2-13)
2I 2cx.2 r (L))] i

2a 2a.

Upon making the changes of variables x= a/2oa and y= a/2o in (2-13), we obtain

•L N Go .x L / -x yk-1 1-

Ps(e) = ee IL I- y e-Ydy]M dx.

(2-14)

The inner integral in (2-14) may be evaluated using [2, eq. 3.381.1]

41 ;to yield the form

N.x
Ps(e) = e f x / e IL I(FpEx

Ft [ ,% Lx _] M 1 d x(2-15)
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where y(L,x) is an incomplete gamma function which may be represented by

the finite series [2, eq. 8.352.1

y(L,x) = r(L) [ie- (2-16)
k=O

Substitution of (2-16) into (2-15) and the binomial theorem yield the form

Ps (e) = eePN f(IL I 1 () e dx.

S. =e-L N L-I/2 --- )- ( m 1)x()m

m=O k=O7)

Recognizing that the first term of the sunination over m in (2-17) is equal to

1, we obtain

P (e)=e ( 1 x IL.I  1 (l)m e-mx  dx.
0--) = k=O]

.. (2-18)

To evaluate the power of a summation in (2-18), we use the J.C.P.

Miller Formula [3, p. 42],

[ b x] = Z aj,m x bo=1, (2-19)
-"i= j --O

where the coefficients ajm are defined by the recurrence relation

ajm=1 [(m+l)q-'] ajqn b (2-20a)
n-qm q

q=1

with
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If we define b' W b /q!, then (2-20) becomes
q q

Cm = j Z )[(m+l)q-j] Cj~q,m b' (2-21a)

q=1

= (2-21b)
.%,'0

" where cjm j!a. . Using (2-21) with

1,q <L-1
, =L (2-22)q 10, q > L-1

in (2-18), and interchanging the order of integration and summation, we have

-1.-1

L-- m(L-l);':Pse)= (1)~ l (L-1)/2+j e- (m+1)x

m=1 j=0 0

IL_ 7 dx (2-23a)

where

q=1

co =0 1 (2-23c)

with bq as given by (2-22), and we recognize that the expansion of the power

of the summation in (2-18) will terminate at xm(L - )

The integral in (2-23a) can be evaluated in terms of the confluent

hypergeometric function (Kummer's function) using [2, eq. 6.643.2 and 9.220.1]

to yield
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(e e~ N 1: (M-1 (~+1 2...j fl*I, j;L;

M= 1 (rn-i+1i) (0
(2-24)

Using Kummer's transformation [4, eq. 13.1.27] and the relationship between

the generalized Laguerre polynomials and the confluent hypergeometric function

[4, eq. 13.6.91, we can write (2-24) in the form

M-1 (e) ,/ l\ m+l m(L-1) c ( mLPN CL-i) L (2
S m=1 (m+1) j= (m+l)J m /-

where £-L-I) is the generalized Laguerre polynomial [4, eq. 22.3.91 which may

be computed recursively using the relation [2, eq. 8.971.61

(n+l)i9')(x) = (2n+a+1-x) £(a)(x) - (n+a) £(a)X (2-26)

The conversion from symbol (or word) error probability to bit error

probability for orthogonal signalling is given by [5, p. 198]

"" M
Pb (e) = M P(e). (2-27)b(M-1) Ps

From (2-25) and (2-27), then, we have the final result

M 11 m(L'l) c _.
-MmL -Nex --- 1) -:T

Pb(e)= -TMT (m+1)L (m+l)j c. ( ( -1)
I.:; m=l 3=0

(2-28)

where the coefficientes cj m are given by (2-24). Typical performance curves

computed using (2-28) are shown in .Figures 2-2 and 2-3. Figure 2-2 shows bit

error probability as a function of the bit energy-to-noise density ratio,

Eb/No , with the alphabet size (M) as a parameter for a fixed number of hops

per symbol. We observe that an "M-ary coding gain" is achieved by
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increasing the alphabet size. Figure 2-3 shows the bit error probability

as a function of Eb/No for a constant alphabet size with L as a parameter.

We note that increasing L degrades the performance. This phenomenon is

discussed below.

2.1.2 Noncoherent Combining Loss

For post-detection combining (noncoherent combining) on a nonfading

Gaussian channel, once a symbol is split into a number of pieces (L>1), the

original performance (L=1) can never be achieved. As shown in Figure 2-4,

for L> 1 hop/symbol the bit energy-to-noise density ratio required to achieve

a specified bit error probability must be increased by an amount dL beyond

that required to achieve the same bit error probability with L=1. The quantity

dL (in dB) is termed the noncoherent combining loss. In general, the non-

coherent combining loss will be a function of both L and the value of Pb(e)

at which it is measured.

It is very difficult to obtain a useful analytical formula for dL.

To appreciate the difficulties involved, consider that Pb(e) is a function of

PN' L, and M as given by (2-28). For brevity, let us write

Pb(e) = f(PN; L, M) (2-29)

and define the inverse function with respect to the first argument

.N = f-'(Pb; L, M) (2-30)

where (2-30) gives an answer for PN as a numeric ratio (not dB). Then the

noncoherent combining loss at a specified Pb' say P0 , is given (in decibels)

by

[f-'(P°; L, M)
dL =10 log1 o (2-31)

... (P0 ; 1, M)
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Looking back at (2-28), we see that determining the inverse function

f-l(Pb; L, M) involves inverting a product of an exponential and a polynomial

of degree (M-1)(L-1) for which the coefficients are known only through a

recursion relation. Indeed, solving (2-30) explicitly is a very formidable

task. It is much more convenient to determine combining loss by numerical

methods.

Figures 2-5 and 2-6 show the noncohe.rent combining loss as a function
'.% .44.

of the number of hops per symbol with M as a parameter for Pb(e) = 10-3 and

10-5, respectively. We observe that the noncoherent combining loss is lower
for lower values of Pb(e) (Figure 2-5 vs. Figure 2-6) and also decreases as

M, the alphabet size, increases.

The observation that noncoherent combining loss decreases as M

increases, while true, is somewhat misleading. Let us define a new term

"noncoherent combining penalty", 6L, which measures the increase in bit error

• , rate as L increases while Eb/No is held constant. We can express this

quantity as

f(PN; L, M) (2-32)- . .'.f(PN; 1, M)

Equation (2-32) also has an advantage over (2-31) in that it does not require

finding f-1(Pb) . We have plotted this noncoherent combining penalty in

Figures 2-7 and 2-8 for Pb(e) = 10-3 and 1 respectively. In examining

these figures, remember that large 6 is bad: the bit error rate is 6Ltimes
higher than the bit error rate for L=I. Note that the trend with increasing

M in Figures 2-7 and 2-8 is opposite from that in Figures 2-5 and 2-6; as M

increases, so does 6L. The reason for this is that the slope of the curves of

Pb(e) vs. Eb/No increases as M increases; hence even though the change 6L at a

fixed Eb/No increases as M increases,a smaller increment dL is needed to bring

Pb(e) down to the reference value.
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2.2 PERFORMANCE OF SQUARE-LAW LINEAR COMBINING RECEIVER
I, IN THE WIDEBAND JAMMING CHANNEL

The wideband jamming channel is characterized by the presence of

Gaussian jamming noise of bandwidth W with total jamming power J. Hence

*1! the jamming noise density is

NJ = J/W. (2-33)

The.jamming noise in each receiver filter may be represented by a Rician

decomposition

ji(t) = jci(t) cos 21tfit + jsi(t) sin 2rfit,

i= 1, 2,...,M, (2-34)

where jci(t) and jsi(t) at a given time are statistically independent zero-

mean Gaussian random variables with variances (or average power) given by

- Elj?(t)l = Elj21 (t)l = Elj2,(t)) = NJ. (2-35)

The jamming noise is also statistically independent of the thermal noise.

Since the two noises are additive, the total noise power at the

output of a receiver filter is

G C 2 + oy. (2-36)

Therefore, the results of Section 2.1 may be applied to the wideband jamming

case by replacing PN in (2-28) by PT where

PT 2 2 + 2  (2-37)

Therefore, we have for the case of wideband jamming
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-- Ni 1 m(L-1) () L T/
~ M-1 (i

Pb(e) = - T \m) L --
m= 1 j=0

(2-38)

where
-- . j

= } ." ( )[(m+l)q-jcjqmbq' 1 j . m(L-1) (2-39a)'.'. -' j ,m =  q C-~b

q=1

c m  1 (2-39b)

with

1, q .<L-1
bq = q > L- (2-40)

2.3 PERFORMANCE OF SQUARE-LAW LINEAR COMBINING RECEIVER IN THE
PARTIAL-BAND NOISE JAMMING CHANNEL

-. As is shown in Figure 2-9, we assume a fraction y of the total

bandwidth is jammed by a noise-like signal. We further assume that the

jamming bandwidth is constrained to cover exactly a complete number of M-ary

cluster locations, i.e. no matter where a cluster is hopped all M possible

frequency selections will be either all jammed or all unjammed. This assumption

is made to simplify considerably the analysis by eliminating edge effects of

partially-jammed clusters at the edges of the jammed band. If N >> 1, then the

probability of hopping into such a partially-jammed cluster is small and the

approximation due to ignoring edge effects is very good.

-" ~ We assume the total jamming power, J, is distributed uniformly across

a fraction Y of the total frequency cells, each of which has bandwidth B. The

jamming power in a jammed cell is then given by

..F2,.= B watts. (2-41)
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A specific M-ary cluster is received jamming-free with probability l-y; and

perturbed by jamming noise of power aJ, with probability y.
.. "

". The dehopped received waveform r(t) may be represented during any

given hop as:

(s(t) + n(t) + j(t), with probability y
r(t) = (2-42)

's(t) + n(t), with probability 1-y

*where s(t) is the information-bearing signal, and n(t) and j(t) are thermal

noise and jamming noise, respectively. Let us define an event Je where Je=0

denotes the absence of j(t) from r(t) and J =1 denotes the presence of j(t)

in r(t) during any given hop:

1; j(t) is present in r(t) with Pr(Je = 1) =
"e J 0; j(t) is absent from r(t) with Pr(Je=0) =1-.

(2-43)

We can further define the sequence of jamming events over the L hops which

make up one M-ary symbol by the vector

"'e (e' Je2 '" 'deM) (2-44)

where components Jei i = 1 2,... ,M, are jamming events as defined in (2-43).

Over a hop interval the signal s(t) at the output of the dehopping

mixer in the receiver is

s(t) =  cos (21Tfit + ei), symbol "i" transmitted,

i=1, 2,...,M, (2-45)

where S is the received (average) signal power; fi is the frequency for the

i-th symbol, i= 1, 2,...,M; and ei , i 
= 1, 2,...,M, are independent phases uni-

formly distributed on [0,27).
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Assuming that the thermal noise and the jamming noise in any selected cell

are Gaussian distributed, we may express the ni(t) and ji(t), i= 1, 2,...,M,

at the outputs of the bandpass filters in the form of a Rician decomposition:

ni(t) = nci(t) cos 2nfit + nsi(t) sin 2nfit; i=1, 2,...,M, (2-46)

Ji(t) = Jci(t) cos 2Trfit + JiM(t) sin 2nfit; i=1, 2,...,M, (2-47)

where n ci(t), n si(t), Jci (t), and J si(t) at a given time are statistically

. *independent Gaussian random variables with variances (or average power) given

S... by

E[n2(t)]= E[n2i(t)] =i(t)i(t)] = (2-48)

and

E-- (tJ = E[i(t) = E["2 (t) = o. (2-49)

.. Since ni(t) and ji(t) are additive noises the resultant noise power 02 at the

inputs to the envelope detectors may be written as

-Y , = 0 with Pr(Je = 0) = 1-y (2-50)

S. 2 T 2 + c2, Je= 1with Pr(J =1) = y (2-51)
-5,

where a2 is the thermal noise power as given by (2-48) and 02 is the jamming

power given by (2-41).

The receiver shown in Figure 2-1 forms the squared envelopes of the

outputs of the M bandpass filters and samples these envelopes once per hop for

each of the L hops forming an M-ary symbol, thus forming the samples zkV,

k= 1, 2...,M, .= 1, 2,...,L. The L samples from each channel are summed,

forming the variables zk , k=1, 2,...,M. By selecting the largest zk the

transmitted signal is identified. A correct decision that the i-th symbol was

transmitted is made if z i > z, j# i, for all jC{1, 2,...,M). Otherwise an

erroneous decision is made.
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Since successive hops may be jammed or unjammed, the symbol error

probability must be averaged over the possible jamming sequences J, i.e.
..

Ps(e) = E Je1Ps(eJe)J. (2-52)

Consider a jamming sequence 4e = (Jel' Je2'" 'JeL) where

dei = 2(2-53)
.-" , i= z+1,

i.e. the first z, hops are jammed and the remaining L-k hops are unjammed.
-..'!-

This gives rise to a certain set of decision variables {zkl. Now consider

another jamming sequence 4J obtained by permuting the order of the Jei given

by (2-53) with the requirement that J j Je . This gives rise to a set of

' decision variables {z'). Since the noise and the jamming processes are

assumed to be stationary, the statistical properties of a jammed Zki do not

depend upon which hop out of the L hops it represents; and similarly for un-

jammed hops. Therefore the statistics of {zk} are the same as those of {zk }

and

P (el4) = Ps (eJIe), (2-54)

i.e. the error probability depends only on the number of hops jammed and not

on the order of their occurence in the pattern of jammed and unjammed hops

forming an M-ary symbol. We may thus write (2-52) as
0

L

-4:~P P(e) = d ) Ps(elt) (2-55)
',',..'. =0

where Ps(eI2)*is a short-hand notation for Ps(elexactly . hops are jamed out

.f L ',ops sent). Furthermore, since a decision either is or is not correct,
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Ps(elk) = 1 - Ps (correctjz). (2-56)

The probability given by (2-56) is the probability of making an incorrect

symbol decision. The communicator, however, is more commonly interested in the

probability of making a bit error. The conversion of symbol error probability

to bit error probability is given by Lindsey and Simon [5, p. 198]:

2K-1  M
Pb(e) = -1 Ps(e) = M Ps(e) (2-57)

2 -1

where P s(e) is given by (2-56).

We now proceed to develop an analytical expression for Ps(correctjR).

Without loss of generality we may assume that symbol "1" is transmitted. Then

Ps (correctji) = Prizi > z2  and z, > z3 and ... and zi > ZMIJ1

=J Pz(Ii ) P(z2, z3,...,ZMIZI = 1;)d , (2-58)

where pz ( 1I.) is the conditional probability density function of z, given

£ hops jammed and P(z2 , z3 ,... ,ZMIz1 = 1;;) is the conditional probability

that all of z2 , Z3,...,ZM are less than z, given that zl= 1 and i hops are

jammed.

Since the M cells of a cluster on any specific hop are either all

jammed c- all unjammed, the summed envelope samples zi , i=2, 3,...,M, are all

identically distributed. Since, furthermore, the channels are independently

distributed,

P(z2 , Z3,...,ZMIZl = ,1 ;,) = P(z 2 z1 = Cl;k) P(z3 1zI = 1;) -... P(ZMIZi = ;1;,)

-I-

[P(z z =  )IM 1 (2-59)
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S.where P(zlz 1 = 1 ;z) represents any one of the identical conditional distributions

P(zi 1jz,~;k) , i =2, 3,. .. M. We may write

P(z= f0 P( It)d (2-60)

zz- where p z ( J) is the conditional probability density function of any one of

the identically distributed zi, i = 2, 3,... ,M, given that £ hops are jammed.

From (2-58)-(2-60),

'-0 [ M- 1

Ps(e) : 1- PZ(IR.) Pz(l0)dj dC1. (2-61)

We now need to find the conditional probability density functions pz(rJz) and

pz1 ( ,z) and evaluate (2-61). In an effort to obtain a computationally useful

form, we pursue two methods of evaluating (2-61): the characteristic function

method and the direct method.

2.3.1 Characteristic Function Method

In our previous work [1], the characteristic function method

proved useful in evaluating the bit error probability for FH/BFSK in the

presence of partial-band noise jamming. Consequently we are motivated

to approach the problem of FH/MFSK by the same method.

2.3.1.1 Probability Density Function of a No-Signal Channel

Consider first the channels in which signal is not present. It is

well-known [6, Sec. 4.3] that the squared envelope of Gaussian noise is a scaled

centrally chi-square distributed random variable with two degrees of freedom.

Therefore, eachzki is centrally chi-square distributed. However, the scaling

of the jammed hops differs from the scaling of the unjammed hops, in accordance

with the two possible total noise variances defined in (2-50) and (2-51).

55



'0

S. LEE ASSOCIATES, INC.

Let Z, denote the sum of i jammed-hop Zkis and Z2 denote the sum of

L-t unjammed-hop Zki's. Since all the components which go to making up either

Zi, i= 1, 2, have identical variances, and therefore the same scaling, each

Z i = 1, 2, is scaled chi-square distributed with the degrees of freedom equal

to the sum of the degrees of freedom of the components of the Z. Therefore,

". .-. we can write the conditional probability density functions of the sum of the

squared envelopes for Z, as

i_- r > 0 (2-62a)

and the sum of the squared envelopes for Z2 as

P( 2) = LiL rLx)~ exp (-C 2/2 2), ;2 > 0. (2-62b)

To find the probability density function for the sum Z, + Z2 , i.e. jammed hops

plus unjammed hops, we turn to the characteristic function method and make use

of the fact that the characteristic function for the sum of two random variables

is the product of the characteristic functions of the two random variables.

The characteristic functions of the probability density functions

given by (2-62) are, respectively,

P1 (jv) = (2-63a)
(1- j2o2)t

and

h I-) j20 )L'  (2-63b)

N

Therefore we require the distribution of Z1 + Z2 corresponding to the

characteristic function

(jv) 6 1(j)d 2 (jv) = 1 (2-64)
,..*" (1-j2oGV)Z (l-j2c2v)L-
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The density function corresponding to (D(jv) may be obtained by taking the

inverse Fourier transform of (2-64); but to do this we need a partial fraction

expansion for the right-hand side of (2-64). As shown in Appendix 2A, the

required partial fraction expansion is

]_r(j2) ) (-1)A 'S\" 1 0 T r +-Z (lr2.2)rB
\20T/Jk\T [4' (~O r rON J, "i :]- . k- F 2- = (1ja v)r  +r- (1-j2CyN v ) r

(2-65)

where

A0 = B0 = 0, (2-66a)

(-1) -r(L-k)-r / 1 \L-r 2 L-rA Ar = (T-r)! £iZ} (2aT , r~l 2,..., (2-66b)

and

Br= ( 20 , r= 1, 2,,...L-z, (2-66c)

with the parameter

6 =  
2  (2-67)

O and where the Pochhammer symbol is defined [4, eq. 6.1.22] by

(a)0 = 1 (2-68a)

(a) n = r(a+n)/r(n). (2-68b)

We now make use of the relation [6, p. 110]

2 r(n/2)
, 2 - iI-'1 'n2/2e-/ (2-69)

to take the inverse transform of (2-65) to obtain the desired conditional

probability density function
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Sp( ) = ( 1 )L 11 1 (_)r Ar 1 r - e

L- GT2 1 r-iF

+B ()r ( r e r-](2-70)
-.j r=0

where the coefficients Ar and Br are given by (2-66).
r rW

2.3.1.2 Probability Density Function of the Signal Channel

We now turn our attention to the probability density function of

the signal channel. We define the signal-to-total noise ratio for a jammed,

hop as

A  - (2-71a)

and the signal-to-thermal noise ratio for an unjammed hop as

S/72 (2-71b)
p .

We also define the signal-to-jamming ratio for a jammed hop

AS/(12 (-71c)

Then we may also write (2-71a) as

The +qard . (2-71d)

The squared envelope of a sine wave in Gaussian noise is known to be

a scaled noncentral chi-square variable with 2 degrees of freedom and noncentral
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parameter x equal to twice the power SNR [6, Sec. 4.71. The sum of i such

envelopes with the same scaling will be a scaled noncentral chi-square

variable with 29 degrees of freedom and noncentral parameter x = 2t(power SNR).

Thus, the conditional density function for the sum of t jammed envelope samples

is

I 2{ \o{pT/I 1  021 exp U({ 2p , > 0

* ;(2-72)

and the conditional density function for the sum of L-k unjammed envelope

samples is

It&2= 
2_2 PL-t-I)/2

14 N _ __ __ _

- exp -- - 2(L-0 ] , 2 > 0. (2-73)
5'. 2a2

Then the required density for the sum of the jammed and the unjammed hops may

be found by taking the inverse Fourier transform of the product of the

characteristic functions of p, and P2.

The characteristic functions of the densities given by (2-72) and

(2-73) are, respectively,

Y v eL exp (T (2-74)

and

S-2 (jV) -_exp (2-75)
(1- j252V) J2c9v
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If we let Y(jv) denote the characteristic function of pz1( U), we have

(jv) = Tl(jv)Y 2(jv). (2-76)

In order to facilitate the taking of an inverse Fourier transform of '(jv),

we use (2-74) and (2-75) in (2-76) and expand the exponentials involving jv

into Taylor series. After some regrouping of terms, we obtain

- (L-)PN 0 c (kpT)m [(L-i)PN n

jv = e - T e 2 2 •m, nm

m=O n=O n2-n7)
(2-77)

where

mn(J)= (I- j 2 ,2v)'+m(l - j 2 av)L- +n (2-78)

We now require a partial fraction of m,n(jv) as given in (2-78) in order to

obtain forms whose inverse Fourier transforms are known. The required partial

fraction expansion is developed in Appendix 2B. Upon substituting the results

from (2B-14) into (2-77) we obtain

TOO -(L-)PN (ZPT)m [(L)]n (l)L+m+n _1i gt lIL - +n
e m!n!

.- m=O n=OT

Cr+m (_)rT(2,2)r L-'+n (_l)r( 2.2 )r(
" T Cr - -+ Dr N(2-79)

F--O (1-j2,2v)r r= r (1- 2O )rr Tr=O " 2N)

where

Co = = , (2-80a)
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Cr = (")L+n(Lt+n)z+m-r (20 , r=1, 2,...,Z+m, (2-80b)

and

(-1)L-n'(i m)L.n (2a2 L+m+n-rDr = L-2+n-r T r= 1, 2,...,L-k+n (2-80c)
I i., Dr:=

(L-9.+n-r)! \(6-1

with 6 as defined in (2-67).

The inverse Fourier transform of (2-79) is the required probability

density function pz1(rjiI). In order to simplify the result, we introduce the

term

10, r=O
(1-6 rO(1- 11, 0 (2-81)

where 6r,O is the Kronecker delta function*, into (2-80b) and (2-80c) in order

to account for the cases of (2-80a) without having to split out certain cases

of the summations in (2-79) for which t+m or L-t+n may be zero. With this

modification, we can use (2-69) to take the inverse Fourier transform of (2-79).

After substituting (2-80) into the result and a bit of algebraic simplification

-- and regrouping, we have the result

*The ratio 6 defined in (2-67) is distinguished from the Kronecker delta
function by the absence of subscripts on the former.
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Pz ( ri I ) 2 e e (L - )PN (ZPT)m L- )PN )]n

2a-. m=O n=O m n !

-6r1/2a2  L.+n (1)+m(

-+e(1 -rO) (k+m)L_ +n~ r 6L-L+n
T: ( L-z+n-r) L

1 L+m+n-r 6 r--811
(6 (1) 2Yo2) ]

2.3.1.3 Probability of Error

Now that we have (2-70) for pz (cj) and (2-82) for pz1 ( jI), we seek

to evaluate Ps(correctlz) as defined by the integral in (2-61). The first step

is to evaluate P(zlzl= 1 ;k) as indicated in (2-60). We substitute (2-70) into

(2-60), interchange the order of integration and sumation, and make the

changes of variables u= /2ao in the first integral and v= C/2o in the second

second integral. This yields the form
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P(zlzi= 1 ;Z) (-1)L - 1 1 A (2)r ur-1 e u du

T \ 2 O 2 [r=O r

12
B (2,2)rNr-

_dv] (2-83)
+ 1_6r,0)(_1)r Nr(r

r=O 0

The integrals in (2-83), with the inclusion of the factor 1/r(r), are now

recognized as one form of the incomplete gamma function [4, eq. 6.5.1]

P(a,x) = a-1 et dt. (2-84)

~r r(a)Jfn

Using the definition of 6 in (2-67) and the coefficients Ar and Br from (2-66),

we can substitute (2-84) into (2-83) and, after some algebraic simplifications,

arrive at the form

P(zlz = I;Z) =r- 2l (rO ) 2 -rL..) -- L)

r=0

+ (l" ZL-

1-i -1) Pi r 26 Lr()~r
'" r=O T)

(2-85)

We now combine (2-60), (2-61), (2-82), and (2-85) to obtain an

expression for the probability of making a symbol error. We make use of

the fact that

2'.): I 1, (2-86)

=O
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interchange the order of integration and summation over m and n, make the

change of variable x= c1 /2o., factor (-1) from each of the summations, and use

--i (-) -r = (_I)r to obtain the result

P.-- -,1-L -PT -((-PTpm . [(L")pN]n-!P P(e) = 1 - E(-)g"( L ) 9,(1-y) L-9,e Te '')PN T ZPN

N=O m=O m! n=O

00 ( +i (-l)m-r(L' +n) +m-r L- +n L+m+n-r 1 r-1 -x

E (.1. ( +m- r)! 'r(re

-0 1 r=

"- (-()m()+m)L-(+n- L-r+n +m+n-r 1 -1
" + . ( "r,O) r 6 1 1 xr-

:_',2"i ~~r=O (L ~

- 6 (_1)r((L-L) k- r L-i r P(rx).]I . (lr,O) (z -r 6Lg Prx

r=O

6.-- P(r,6x) dx. (2-87)
".'"r" ,.+ (1-6r,0)L-r) \6-1/

, : r=0

Equation (2-87) still contains one integral to be evaluated.

However, considering the complicated form of the integrand which includes

powers of sums of incomplete gamma functions, one can easily expect that the

explicit representation of the result of performing this integration will

probably be so cumbersome as to be, at best, of academic interest only. This,

indeed, is the case as is evident from the result in Appendix 2C wherein we
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pursue the further formal evaluation of the integral in (2-87). From a

practical viewpoint, even (2-87) is exceedingly difficult to evaluate

numerically, and therefore we seek an alternative formulation. However, (2-87)

can be reduced to useful forms in certain special cases, which are discussed

in Appendix 2D.

. 2.3.2 Direct Method

As an alternative to the characteristic function method, we may

employ a direct method to obtain the probability density functions ofzl and

z in (2-61). We use the result from Appendix 2E to write

1. E/ _ _ 1 k r (cj/ 2)k+r+L-1
z1( ) = \2 exp 2 2j. r(k+r+L)

26Z /k0 r=0

•Fj r+z; k+r+L; 26 (2-88)

and

pz exp ( 1F1 ; L; (2-89)'.26 9 6 1 L2

* where 6 is as defined earlier in (2-67),

2(L- )E 2(L- )S
= 5 _ _B

Xog LNo L NoB = 2(L-z)PN, (2-90a)

2gEs 22S - (2-90b)

1,t - LNT -LNT = T

and

X: , +  (2-90c)
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We use (2-89) to evaluate the inner integral in (2-61):

I PZ( )d = 1 - pz(4)d4

e L J eF, k; L; - x) (2-91)
6L r(L) /2

where we have made the change of variable x=4/2. To evaluate (2-91), we

.i replace the confluent hypergeometric function by its series representation

and interchange the order of summation and integration. The result is

_ __ 1p (Z r(L+p, /2)(2-92)
P(z~ilz = 41 ;z) - 1 _6 p! r(L+p)

p=O

where r(.,.) is an incomplete gamma function [4, eq. 6.5.3].

We now use (2-92) to evaluate

M-1 "" ( z r(L~p) ____)_ 1

[?(zizi = 1 ;j)JMI= 1 ( 1) /( ) - (LP'I] (2-93)
'm" o° p=O" "J(-3

where we have applied the binomial theorem to the power of the right-hand side

r of (2-92). Using the relation [4, eq. 6.5.2, 6.5.3, and 6.5.13]

r(L+p,4 1/2). -41/2 L+p+1 ( 1/2)q

r(L+p) e q! (2-94)
- q=O

we want to manipulate (2-93) into the form

[P(ziIz l = (;t, ] " I= -" 1 )m z Cnm ' n

m=O n=O
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To accomplish this, we use the following development:

(1-A) c P )0 L+p-1 Bq -L-2Bq 0 D

,.ZA\,.P = i-+ Z . (1"A)L A"P2
p=0 q=O q=O q=L-1 p=q-L+1

q (.2' (2-96)

where

A (2-97a)

B - , (2-97b)

and

1 0 q s L-1

(6-') q > L-1 " (2-97c)

Now we must find the coefficients cnm in (2-95) from the relation

c 
. (2-98)

n=O

We use the J.C.P. Miller formula [3, p. 42], just as we did in (2-19)-(2-22),

to obtain the recurrence relation defining the coefficients:

co = 1 (2-99a)

n

cnm n q L... n (2-99b)

q=1
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Substitution of (2-94), (2-96), (2-97), and (2-98) into

(2-93) yields

-4.,

[P(zlzi = 1;-,)]M-1 = (M -1)nm1 e "-I 1"() "

m=1 n0O

(2-100)

Further substitution of (2-100) into (2-61) yields the result

Ps(eM) = ( _-1 l m+l Cn
P ez)Cm oe M 1 jnpz ( )d{j. (2-101)
m=l n=O

Using the probability density function pz (c) given by (2-88), the integral

in (2-101) becomes

f e (f2 c)n p(cl) d~j /2 ,~e ~!()) ± )r

e e P( =xk-ik 1L(k+r+L)

0 kK 0

(2-102)

The integral on the right-hand side of (2-102) may be solved using [2, 7.621.4]

to give

- e(m+ l)x  xk+r+n+L-1 1F, 
r+Z; k+r+L; x- x) = ( lk+r+n+L

82F,(r+x, k+r+n+L; k+r+L; 6- 1) (

(2-103)



... p- -'- -- - .W .. '- ' .. , 4 . ,

J. S. LEE ASSOCIATES, INC.
-9%

The hypergeometric function on the right-hand side of (2-103) can be

manipulated to yield a finite sum [4, eq. 15.3.4]:

-r6-1
2F1 r +1, k+r+n+L; k+r+L; : 2F, +I,-n; k+r+L; 6-I11+1

6(m+1r 6-1

L 6m+1) r+t n\( + (r+ . (2-104)

S£6m+1 (; 1) j tkrL

Finally, then, substitution of (2-102)-(2-104) into (2-101) yields

the conditional error probability

M- 1 /M-1 Go~i cnm2' :' Z (1)m+ Cnm
Ps(elt) = '- e

-", m=l (m+1) - (6m+l)t F. (m+l)nn!
=1n= 0

-; Go k r .-

"' Z Z (k-r)! -r 1k r , r

1k-r)!r! L2(6m+1) (+L) dk (2-105)

k=O r=O

where
:: ':: n J (r+tl).

tdnrk = Z ()m+l) " (2-106)

j =0

Putting the results from (2-105) and (2-106) into (2-55), and using (2-90) and

(2-57), we obtain the unconditional error probability
i"'-I

P.' Y(1-Y )L-L Z MI (-i)m+ 1  n

"b(e) T 1 L- (m+1)nn
k=-n.=1 : m n=O n!

exp L N 
=0 k r 1rk

: ~ ~kO r:O L
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kPT "r(k+L) nP jr n ln - (2-107)
\6m+1) n (j)kF LTE

j=0/

4.. where 6 is defined in (2-67), PN and PT are defined in (2-71), and the co-

efficients Cnm are defined in (2-99).

2.4 NUMERICAL RESULTS FOR THE SQUARE-LAW LINEAR COMBINING RECEIVER

The numerical computations for wideband jamming (y=l) are readily

accomplished using (2-38) or (2D-4). However, the results for the general

4.-4.. case of partial-band jamming are a much more difficult computational problem.

Therefore, we discuss these two case separately.

-.. 2.4.1 Numerical Results for Wideband Jamming
.-

We have computed (2D-4) by numerical integration for several cases

of Eb/NJ, Eb/No, L, and M. In selecting values of Eb/No, we have chosen those

values for which the error probability in the absence of jamming is equal to

10- 3, 10-4, and 10-5 for ideal MFSK. Since the performance of ideal MFSK depends

upon M, we must use the values of Eb/No appropriate to the value of M being

considered. The computations were performed using the values of Eb/No to four

decimal places as given in Table 2-1. However, the legends in the figures are

rounded to two decimal places to reduce the size of the leqends.

Figures 2-10 through 2-12 show the performance under wideband

jamming of the square-law linear combining receiver for 4-ary FSK/FH with

.4 L=1, 4, and 6 hops/symbol, respectively, with the signal-to-thermal noise

44. ratio Eb/No as a parameter. As seen in Figure 2-10, the selected values of

Eb/No correspond to bit error rates of i0-3 , 10-4, and 10- 5 for the case of

1 hop/bit in the thermal-noise-limited region of the performance curve. From

? ,.!Figure 2-10 we see that the jamming becomes essentially 
negligible for

"i~i Eb/Nj 30 dB. From Figures 2-11 and 2-12 we see the degradation of
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TABLE 2-1

VALUES OF ENERGY PER BIT TO NOISE DENSITY RATIO FOR WHICH
BIT ERROR PROBABILITY OF MFSK IS EQUAL TO A GIVEN VALUE

.- ;-n

Eb/No for Pb(e) = 1.000 x 10- n where n =

m
3 4 5

2 10.9444 dB 12.3133 dB 13.3525 dB

4 8.3524 dB 9.6284 dB 10.6065 dB

8 6.9718 dB 8.1690 dB 9.0939 dB

16 6.0696 dB 7.1996 dB 8.0783 dB

32 5.4183 dB 6.4910 dB 7.3295 dB
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FIGURE 2-10 WIDEBAND JAMMING PERFORMANCE OF FH/MFSK (M=4)

SOUARE-LAW RECEIVER FOR L-1 HOP/SYMBOL WITH

SIGNAL-TO-THERMAL NOISE RATIO (Eb/N 0 AS A PARAMETER
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FIGURE 2-11 WIDEBAND JAMMING PERFORMANCE OF FH/MFSK (M-4)

SQUARE-LAW RECEIVER FOR L-4 HOPS/SYMBOL WITH
SIGNAL-TO-THERMAL NOISE RATIO (Eb/N AS A PARAMETER
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.- , FIGURE 2-12 WIDEBAND JAMMING PERFORMANCE OF FHIMFSK (M41 SQUARE-LAW

.', RECEIVER FOR L--6 HOPSISYMBOL WITH SIGNAL-TO-THERMAL NOISE

-" RATIO (Eb/N O) AS A PARAMETER
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performance due to noncoherent combining loss when L=4 and L=6 hops/bit.

For example, when Eb/No = 10.61 dB the error rate approaches asymptotes of

1.8 x 10-4 in Figure 2-11 and 4.8 - 10-1 in Figure 2-12, whereas in Figure

2-10 with L=1 this value of Eb/No gives an asymptote of 1.0 x 10-5. Thus

the noncoherent combining loss increases as L increases and has degraded

the bit error performance by more than an order of magnitude in the thermal-

noise-limited region for L=4 and L=6 hops/symbol.

Figures 2-13 through 2-15 show the performance under wideband

jamming of the square-law linear receiver for 8-ary FSK/FH with L=1, 4, and 6

hops/symbol, respectively, with Eb/No as a parameter. As for the case of

4-ary FSK/FH, we see that the thermal-noise-limited region begins around

Eb/NJ = 30 dB. Comparison of Figure 2-14 with Figure 2-11 and Figure 2-15

with Figure 2-12 shows the dramatic impact of noncoherent combining loss

in the thermal-noise-limited region.

Figures 2-16 through 2-18 show the performance under wideband

jamming of the square-law linear combining receiver for 16-ary FSK/FH with

L=1, 4, and 6 hops/symbol, respectively, with the signal-to-thermal noise

ratio Eb/No as a parameter. As. for the 4-ary and 8-ary cases, we see that

* the thermal-noise-limited region begins around Eb/N = 30 dB. Comparison of

these figures with those for M=4 and M-8 clearly shows the increasing impact

of noncoherent combining loss in the thermal-noise-limited region as M

increases.

Figures 2-19 through 2-21 show the bit error probability for 4-ary,

8-ary, and 16-ary FSK/FH, respectively, with Eb/No chosen to give an error

rate of I0- 5 without jamming (for L=1 hop/symbol), with the number (L) of

hops/symbol as a parameter. These curves clearly show that the degradation of

performance due to noncoherent combining persists over the entire range of
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FIGURE 2-13 WIDEBAND JAMMING PERFORMANCE OF FH/MFSK (M-8)

SQUARE-LAW RECEIVER FOR L=1 HOP/SYMBOL WITH
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FIGURE 2-15 WIDEBAND JAMMING PERFORMANCE OF FH/MFSK (M-8) SQUARE-LAW

RECEIVER FOR L-6 HOPS/SYMBOL WITH SIGNAL-TO-THERMAL NOISE
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I- FIGURE 2-16 WIDEBAND JAMMING PERFORMANCE OF FH/MFSK (M-16)

* SQUARE-LAW RECEIVER FOR L-1 HOP/SYMBOL WITH

SIGNAL-TO-THERMAL NOISE RATIO (Eb/NO) AS A PARAMETER
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FIGURE 2-17 WIDEBAND JAMMING PERFORMANCE OF FH/MFSK (M=16) SQUARE-LAW

RECEIVER FOR L=4 HOPS/SYMBOL WITH SIGNAL-TO-THERMAL NOISE
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FIGURE 2-18 WIDEBAND JAMMING PERFORMANCE OF FH/MFSK (M-18) SQUARE-LAW

* RECEIVER FOR L-6 HOPS/SYMBOL WITH SIGNAL-TO-THERMAL NOISE

JAMMING RATIO (Eb/N 0 AS A PARAMETER
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*FIGURE 2-19 WIDEBAND JAMMING PERFORMANCE OF FH/MFSK (M=4)

SQUARE-LAW RECEIVER WHEN Eb/NO=10.61 dB WITH THE

NUMBER OF HOPS/SYMBOL WL AS A PARAMETER
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-. FIGURE 2-20 WIDEBAND JAMMING PERFORMANCE OF FH/MFSK (M =8)

SQUARE-LAW RECEIVER WHEN Eb/No = 9.09 dB WITH THE

NUMBER OF HOPS/SYMBOL (L) AS A PARAMETER
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Eb/J. Thus we conclude that there is no "diversity improvement" with the

square-law linear combining receiver under wideband jamming.

Finally, Figures 2-22 through 2-24 show the bit error probability

for L=1, 4, and 6 hops/symbol, respectively, with M as a parameter. In

each case the choice of Eb/No is coupled with M such that Pe= I0-5 in the

absence of jamming (for L=1). For one hop per symbol, Figure 2-22, we see

that increasing M gives uniformly better performance for all Eb/NJ. But

for L=4 and L=6 hops/symbol, Figures 2-23 and 2-24 show that the increase
~I.'-

of combining loss with increasing M results in crossovers of the curves.

When jamming is significantly strong, the M-ary coding gives a performance

improvement in bit error rate; but in the thermal-noise-limited region the

increase of combining loss with increasing M dominates and the binary (M=2)

system gives the best performance. Comparsion of Figures 2-22 through 2-24

shows that the M-ary coding gain is nearly constant'at a fixed Pb(e) as

L increases. For example, at Pb(e)= 10-2, all three curves show a gain of

4 dB for M=32 relative to the curve for M=2.

2.4.2 Numerical Results for Partial-Band Jamming

.The equations derived in Section 2.3, by themselves, are too

complicated to give an immediate insight into the performance of an FH/MFSK

system using a square-law linear combining receiver. Graphical examples of

the performance curves are much more readily comprehended. Therefore, in

this section we give a selected set of graphical results.

The numerical computation of bit error probability for the square-

law linear combining receiver is a difficult task. Our first attempt was made

" -' =using (2-87). Two problems a.rose in these numerical computations: the

numerical computations were excessively slow and floating-point overflows

occurred in the sequence of computations. The slowness arises from the very
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complicated function which must be numerically integrated, compounded by

the double summation (with infinite limits) of such integrals. The floating-

point overflows occur as a result of the factors (tpT)m/m! and [(L-)pN n/n!

which become quite large for moderate values of PN or PT" The point at which

floating-point overflow occurs on the PDP-11/44 computer used for the compu-

tations is approximately 1038, which is reached by a factor of the form

x n/n! for x> 91. A third problem also arises from round-off errors due to

the alternating signs in several of the summations.

A second approach involved direct numerical computation of the

double integral in (2-61) using the program in Appendix 2G. Although problems

with overflows and underflows remained for some parameter ranges, a few

numerical results were obtained and are presented in Table 2-2. However,

the computer time required for a single evaluation of (2-61) to 3- to 4-place

accuracy was excessive, as shown by the column headed "Computer Time Used"

in the table.

Therefore, we tried to compute the numerical results using (2-107).

Again, numerical problems arose. The summation over the index n in (2-107)

converges slowly because (k+L) /n! -* 1 as n-; several hundred terms aren
required to evaluate this sum. However, the recursion relation (2-99) for the

coefficients cnm becomes unstable due to round-off errors. Using double

precision floating point arithmetic on the PDP-11/44, the coefficients cnm can

E be computed successfully using (2-99) only for n up to about 20. These

difficulties were further compounded by underflows causing premature termination

*-..- of the summation over the index k.

The only exception to the numerical difficulties outlined above was

for the special case of L=1 hop/symbol. In this case, the troublesome terms

vanish from the equations and results are readily obtained using the program

given in Appendix 2H. Encouraged by this, we sought specialized equations,
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TABLE 2-2

NUMERICAL RESULTS OBTAINED USING (2-61)

COM*PUTER
M L E b/No E b/NJ iY P b(e) TIME USED*

4 2 13.35 dB 10 dB 1.Ox 10-3 9.98X 10-4)

0.693 hr.

4 2 13.35 dB 10 dB 1. 0x 10-2 9.51x 10- 3

4 2 9.64 dB 10 dB 1.x1- .2 O2 1.200 hr.

4 2 9.64 dB 10 dB 2. 5x 10- 1 3. 39x 102 1.285 hr.

*Wall-clock time with computer operations dedicated to this program.
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rather than general equations, for numerical computations. A specialized

equation for L=2 was derived (see Appendix 2F) and used successfully for

limited ranges of Eb/N d for all values of y and for higher values of Eb/NJ

for sufficiently small y and for y=1 (when most terms of the equation vanish),

using the program given in Appendix 21.

The behavior of the error rate as a function of the fraction of the

band jammed is shown in Figures 2-25 and 2-26 for M=2 and M=4, respectively,

for L=2 hops/symbol and Eb/No set to the value which is required for Pb(e)=

I0- for ideal MFSK (see Table 2-1). We see from these curves that there is

an optimum value of y, which we will denote by yo, for which Pb(e) is maximized.

This value is a function of M, L, Eb/NJ , and Eb/No.

Figures 2-27 and 2-28 show the effect of varying the alphabet

size, M, for a fixed number of hops per symbol, L=1 and L=2, respectively.

The curves are plotted for y= Yo at each point. We observe a modest improve-

ment in performance for a fixed Eb/NJ as M increases. Thus a small M-ary

coding gain is achieved on the partial-band noise jamming channel.

In Figures 2-29 and 2-30, we show the effects of varying the number

of hops/symbol for M=2 and M=4, respectively, under optimum partial-band

jamming. In Figure 2-30 we have also plotted the wideband jamming results

for comparison. We observe that for Eb/NJ on the order of 15 to 35 dB, the

degradation of the communications link performance due to optimum partial-band

,- jamming is an order of magnitude greater than the performance degradation

due to wideband jamming. Hence the jammer must optimize the fraction y in

order to achieve maximum jamming effectiveness.

The conclusion which can be drawn from all of these figures is that

. ** the square-law linear combining receiver is not effective in combatting optimum

partial-band noise jamming. Increasing the number of hops per symbol does not

improve performance for this receiver structure.
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3.0 PERFORMANCE OF AN L-HOPS PER SYMBOL FH/MFSK RECEIVER WITH
CLIPPERS UNDER PARTIAL-BAND NOISE JAMMING

.' Performance comparisons between the conventional square-law linear

combining receiver and the square-law nonlinear combining receivers (i.e.,

clipper and AGC) for FH/BFSK waveforms (M=2) in the worst-case partial-band

jamming channel without the simplifying assumption of neglecting the thermal

noise [1] show that the conventional square-law linear combining receiver

is the least effective when operated in a partial-band jamming channel as

compared to the types of nonlinear combining receivers studied. This ranking

also holds for the case of M> 2.

The purpose of this section is to present the exact analysis of

the performance of the L-hops/symbol FH/MFSK nonlinear combining receiver with

clippers for M> 2. The standard FH/MFSK receiver structure is modified by

inserting clippers (soft limiters) prior to accumulating the envelope

detector outputs.

The system we consider for the analysis is one in which the source

produces one of a set of M equally likely symbols at time intervals of Ts

seconds. The selected symbol from the source of rate (log2M)/T s bits/second

is transmitted by an L-hops/symbol transmission scheme; that is, each symbol

which conveys log2M bits of information is broken into L independent trans-

missions each of duration Ts/L by means of frequency hopping over the system

bandwidth W Hz. This frequency hoppi'ng takes place every T seconds; the hopping

rate is 1/T = L/Ts where T is the hop dwell time.

The dehopped signal is assumed equally likely to be present in
"-

one of the M channels for the entire symbol period Ts= LT. The message

signal decision m is taken to be index of the largest of the decision statistics

"p Z 9i i= 8, 2,...,M.

" ;:',' '. .'.'.. o'.'.' ;.-.' "' , , .:",',, _. t. ,' ', , ,',, . ; ,'v " , , ., 98,,3,
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The probability of error analysis for the L-hops/symbol FH/MFSK

square-law combining receiver with clippers is described in subsection 3.2

and the error performance of the L-hops/symbol FH/MFSK linear-law combining

receiver with clippers is described in subsection 3.3. A comparison of the

performance of two receivers is given in subsection 3.4.

3.1 JAMMING MODEL

The total spread-spectrum system bandwidth is W= NB Hz, where

B= 1/T is the cell bandwidth equal to the hopping rate and N is the number

of channels (cells) available for hopping. A jamming power J watts is

assumed to be distributed uniformly over a fractional bandwidth yW Hz,

0 < y 1 1, so that the jamming power in the jammed cell of B Hz is given by

C2 o = (W)B Watts, 0 < y < 1. (3-1)

Furthermore, we assume that the Gaussian thermal noise of uniform two-sided

power spectral density N0/2 W/Hz is also added to the signal at the receiver.

We assume that the probability is y that, ona given hop, all M of the hop

" frequency slots are jammed, and 1-y that none are jammed. The effective spectral

density of the jamming noise is taken to be Nj/ 2 Y when a hop is janned, where

A_ NJ A J/W. Since the thermal noise n(t) and the jamming noise j(t) are additive

Gaussian noises, the resultant noise power at the inputs to the envelope

detectors may be written:

2 = N B with probability 1-y

02 = (3-2)

Y = 2 + 02= (No+ Nj/y)B with probability y.
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3.2 ANALYSIS OF SQUARE-LAW COMBINING RECEIVER WITH CLIPPERS

The square-law combining receiver with clippers shown in Figure

3-1 uses a clipper (soft-limiter) in each of the M channels with fixed

threshold n. The outputs of the clippers are then accumulated to provide

the decision statistics for the M-ary decision. The clipping threshold is

chosen to achieve the minimum error probability in the absence of jamming

at a specified signal-to-thermal noise ratio (Eb/No). Note that if the

clippers are removed, the resultant conventional structure is a near-optimum

receiver for the Gaussian channel.

Without loss of generality, we assume that the signal with power
p.

S is in channel 1, or

s(t) = /2 cos(wlt + ek), (k-l)z < t < k,

k= 1, 2,...,L. (3-3)
.

The combination of jamming and thermal noise on the kth hop produces the

detector output samples

x1k = ( 2 cos ek + nc k + Jclk) + sin ek + ssk + ( -lk )

W (3-4a)

Xik = (ncik + Jcik) + nlk + Jsik)' i=2, 3,...,M (3-4b)

.. where ncik, nsik , i=1, 2,...,M; k=1, 2,...,L, are the independent thermal

-'. noise quadrature components in the channels at the sample times tk= kT with

Ecik E ik 02 = NoB for all i, k, (3-5)
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and jcik' Jsik' i= 1, 2,...,M; k= 1, 2,...,L, are the independent jamming

noise quadrature components in the channels at the sample times tk= kt with

;j2 E-- G2 NjB/y, for all i, k. (3-6)

The resultant noise power at the inputs to the envelope detectors is given

by (3-2).

In order to analyze the clipper receiver, we found it convenient to

use the uniformly quantized version of the soft-limiter characteristic shown

in Figure 3-2. It was found [1] that for L> 1 the optimum clipping threshold

is practically constant for N=32 and higher, where N is the number of

quantization levels, indicating the results for N=32 are very close to those

for the unquantized soft limiter. The quantization gives rise to the discrete-

valued clipper outputs zik, i=1, 2,...,M; k=1, 2,...,L, with discrete

probabilities given by

Uin ; Si  = Pr Zik N- n = Pr n < Xik <+n• (3-7a)

Since.%xik are Rician (i=1) and Rayleigh (i> 1) random variables, (3-7a) may be

expressed as

Uln =n = 0, 1,... ,N-2

*Q(V - ,b, n = N-i (3-7b)

and

nnnb n

e -U1 - e n = 0, 1,... ,N-2

Uin 
r1b

e , n N-1; i =2,...,M (3-7c)
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where Q(co,) is Marcum's Q-function and p is the signal-to-noise power ratio.

The general expression in (3-7) can be written for the unjammed case by

.- letting

P= P - (3-7d)
N

and
1*

b = (3-7e)

and for the jammed case by letting

P= PT =C_ Z (3-if)

T N J
and

b _= _a (3-7g)

(1+ Ya)02

where y is the jamming fraction and

E AE/Nj

a EbNJ (3-7h)
Eb /No

We note that

S log2M E(S 2 L bN (3-7i)
-7 L NoN

The output statistics zi under this receiver model are also

discrete-valued. Their probabilities,
Q# I2 2  2 i n

~~U1 L) ao,.., ; S Pr z i  N

111zz

n=0, 1,...,L(N-1), (3-8)

4-.

are obtained numerically by discrete convolutions. These results are then

4-i used to compute the conditional symbol error probabilities, Ps(e ;ylz).

,1 104
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The symbol error probability is the average over all jamming events of

the' conditional probability of error, given that . out of L hops are jammed:

L

P::+ J.S.) (L) ASS CIA ES INC. - P(~yt 39

The conditional probability of error can be expressed as

e (e;Y )1 Pricorrect symbol decision; ylt). (3-a)

Assuming a signal in the f, channel,

Pricorrect;y, 4 = Pr~zl = max

+ .1 Pr z, is one of two equal largest z

+ 1 Pr z, is one of three equal largest z

1Pr all M z are equal . (3-10b)

In the second and following terms in (3-10b), we assume that if two or more

* .output statistics are equal, a randomized decision is made. After evaluating

the probabilities, the final expression for the correct symbol decision is
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Prlcorrect;y i4l

M
SZ I M-1) Pr z1 =z= >..= z> Zm+,...,Zj=Z2 ....Z Z;YI.

m=1

M-1 L(N-1)
- I '(M:') I Prlzi- i2 [r (=

1 x_ Pr Zm+I = nI[] 2 n

L(N-1N1U1

n =0

Ths ayalso mybe written asPrPcOrrect; m N

. LN -; MS 2 Mri Fu()2; 1u(L.
,.-""Pr I -( (-1 L (o, cr2;__o m+2,r(-;O)

nl m=O

Prcret y

,(L) )( (M-)1 (L) (e2; O (3-11b)
In - '+ U2 +,

n=1 O= =

where a2 =-o , with of the a2  k=1, 2,...L, equal to

:';" (NO + Nj/y) and L-i of them equal to NoB.

L 106

- **,**na =O-~ : ~ . -



0"

J. S. LEE ASSOCIATES, INC.

The symbol error probability expressions in (3-9) through (3-11)

can be better understood by examining the special case of M=2, i.e. BFSK.

When M=2, (3-10) and (3-11) reduce to

Ps(e;ylY, M=2) = 1 - Prlcorrect;ylt, M=21

L(N-1) n-1 L(N-1)

= 1 - Z U(L) (ci2 ;S) Z 2 U(L)(2;O) 2 Z U(L)(2;S) U(L)(0 2;O)

n=1 r=O n=O

L(N-1)-I L(N-1) L(N-1)

- ' U(L) (o2;S) U'(L) ( 2 2;) + 1 l (L)2;S UL)(02;o).
In 2r 2 1n - 2n

n=O r=n+l n=O

(3-12)

Equation (3-12) is identical to the conditional error probability expression

for FH/BFSK receiver with clippers found previously [1, p. 287].

3.3 ANALYSIS OF LINEAR-LAW COMBINING RECEIVER WITH CLIPPERS

The analytical approach used in the linear-law receiver with

clippers illustrated in Figure 3-3 resembles that of square-law receiver with

- clippers. Assuming, without loss of generality, that the signal with power S

is in channel 1, we again have s(t) as given by (3-3). With linear envelope

detectors, the combination of jamming and thermal noise on the kth hop produces

the envelope detector output samples

Xlk = (2- cosek + nclk + Jclk) 2 + (0s sinek + nslk + 2sk)

(3-13a)

=. 2  (nk+ s i = 2, 3,... ,M, (3-13b)
Xik cik + k + i k)
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where ncik, nsik , and j c are the independent quadrature components
* ik* cik' sik

of the thermal noise and the jamming noise, respectively.

As shown in Figure 3-2, we use a quantized clipper (soft-limiter)

with fixed threshold n in each of the M channels. The outputs of the clippers

are accumulated to provide the decision statistics for the M-ary decision.

The clipping threshold is chosen to achieve the minimum error probability

in the absence of jamming.

The discrete-valued clipper outputs Zik, i= 1, 2,...,M; k = 1, 2,...,

L, for the linear-law receiver have the discrete probabilities

Vina~ s~ =Pr zk n ~lyr Pr ~j-x 1  C stl{ n4 (3-14a)

These probabilities may be evaluated as

Q(~ Nri) -, QN-.l1))

Vln n=0, 1,...,N-2

2p, nb n = N-I (3-14b)

and

..- j. -~ -\ --tin+,)i\
(nnb 2 1 n b 2

e 2 - e N1 n=0, 1,...,N-2
*V. -r -: - - I n e 2  ( n b ) 2

i =2, 3,...M (3-14c)

where Q(a,s) is Marcum's Q-function and p is the signal-to-noise power ratio.

The general expressions in (3-14b) and (3-14c) can be written for the unjammed

case by letting
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=S

P = PN - (3-14d)
c N

and

b= 1 , (3-14e)oN

,*. and for the jammed case by letting

•S

= = 'x PT-0-S (3-14f)

and

1 1--a 1(3-14g)
a N i1+ ya aT

where y is the jamming fraction and

a_ Eb/Nj ./N (3-14h)

The output decision statistics zi under this receiver model are

also discrete-valued; their probabilities

V( in (01' .2 ,OL; ) = Pr1zi N-1

0 n = 0, 1,...,L(n-1) (3-15)

are obtained numerically by discrete convolutions. The symbol error probability

is

L

SP(e;y) = P () y (ls)L- Ps(e; y I). (3-16)
mo,• :"- =0

Following the same analytical procedures defined previously in (3-10), the

expression for the conditional error probability P (e;yli) is
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.P (e;ylz) = 1 - Pr{correct; yji}

L(N-1)
1 Z v57 )(a2;S)In -)mO2 ( Ml (3-17)

n=O

where a2= (a2 c a2...,a 2 ) with I of the a2 equal to (No + N /Y)B and L-1 of

1' L:(

them equal to NoB.

3.4 NUMERICAL RESULTS FOR CLIPPER RECEIVERS

The performances of the receivers with clippers are summarized

graphically, both for wideband noibe jamming (y=l) and for optimum partial-

-'- band noise jamming. The performance in optimum or worst-case partial-band

jamming was determined numerically by varying y to find the maximum probability

of bit error for given M, L, Eb/No , and Eb/NJ:

Ps(e) = max Ps(e;y). (3-18)
SY

This numerical procedure was followed because of the difficulty in obtaining

an analytical solution to (3-18) by differentiating the error expressions

(3-9) for the square-law receiver and (3-16) for the linear-law receiver.

Since the system uses orthogonal waveforms, the bit error probability is re-

lated to the symbol error probability by

= M Ps(e). (3-19)

b (3-11)

In all our numerical calculations, we used 32 quantization levels.
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3.4.1 Numerical Results for Square-Law Receiver

In all the results we present, the performance is the bit error

probability as a function of bit-energy-to-jauing noise density ratio; for

fixed M, this represents a comparison under a bit energy constraint. We

have selected 10-5 as a practical value of the probability of bit error under

jamming-free conditions for L=1 (i.e., no noncoherent combining loss).

Comparison of this clipper receiver with different values of M is based on

the following. For L=1, the systems corresponding to different M achieve the

same bit error rate (10- 5) for different values of Eb/No; for example, for

M= 2, 4, 8, 16, and 32, the required values of Eb/No are 13.35 dB, 10.61 dB,

9.09 dB, 8.08 dB, and 7.33 dB, respectively. The variations in performance

of the different M-ary receivers with clippers are due to their different

responses to increased L and to jamming effects. The presentation of the

results is organized in accordance with the parameters Eb/No, M, and L in the

manner shown in Table 3-1.

The performance of the square-law combining receiver with clippers

depends upon the choice of the clipping threshold n. In our calculations,

we work with the normalized threshold n/a2 to avoid having to specify an

absolute noise level and an absolute threshold. We define the optimum

normalized threshold, no, as that value of n/a2 which minimizes Pb(e) in the

absence of jamming. This optimum normalized threshold no is a function of M,

L, and signal-to-noise ratio (Eb/No). Figure 3-4 depicts the optimum normalized

threshold no as a function of the number of hops/symbol L with M as a parameter.

As L increases the optimum clipping threshold decreases; and with fixed L,

higher M gives larger optimum normalized thresholds.

112
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TABLE 3-1

SUMMARY OF FIGURES 3-4 THROUGH 3-14
-..:,

FOR PERFORMANCE OF THE SQUARE-LAW COMBINING

RECEIVER WITH CLIPPERS

FIGURES PARAMETERS CONTENTS

Optimum normalized threshold
3-4 M = 2, 4, 8 vs. L

3-5 and 3-6 M = 2, 8 Optimum fraction Yo vs. L

(Eb/NJ) as parameter

3-7 M,= 8 Optimum fraction yo vs.3-7 M = 8

Eb/NJ (L as parameter)

(10-5 error rate P b(e) vs. Eb/NJ (M as para-

3-8 and 3-9 without jamming)

L=2,4 meter)

E b/No= 10.61 dB Optimum Jamming and Wideband

3-10 through" 3-12 (10- 5 error rate Jamming
without jamming) '(e) vs. Eb/N
M = 4, L = 1, 2, 4 Pb v N

(10 - 5 error rate

. 3-13 and 3-14 without jamming) Pb(e) vs. Eb/NJ (L as parameter)

M =4, 8
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FIGURE 3-12 OPTIMUM PARTIAL-BAND NOISE JAMMING AND WIDEBAND JAMMING

PERFORMANCES OF FH/MFSK (M-4) RECEIVER WITH CLIPPER FORj

L=4 HOPS/SYMBOL WHEN E/N -10l dB (FOR IDEAL MFSK

(M=4) CURVE THE ABSCISSA READS Eb/N)
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FIGURE 3-14 OPTIMUM PARTIAL-BAND NOISE JAMMING PERFORMANCE OF

FH/MFSK (M-8) RECEIVER WITH CLIPPER WITH THE NUMBER I
OF HOPS/SYMBOL (L) AS A PARAMETER WHEN Eb/No-=9 .09 dB

(FOR IDEAL MFSK (M-8) CURVE THE ABSCISSA READS Eb/NO)
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Figures 3-5 and 3-6 show the typical behavior of the optimum

fraction yo as a function of the number of hops per symbol L for M=2 and 8.
S.

We observe that, in general, the optimum fraction yo is inversely proportional

to Eb/NJ when Eb/NJ exceed some value. This implies that when the available

jamming power is relatively strong, then the jammer's strategy is to use

wideband jamming (y=l); and when the jamming power is weak compared to the

signal, the jammer should use partial-band jamming with fraction Yo. We observe

that for this clipper receiver the value of -yo increases when L increases and

that the slope of the curve yo vs. L is nearly the same for the different

values of Eb/NJ. From Figures 3-5 and 3-6 it is apparent that the jammer must

S.. acquire knowledge of M and L (especially L) in order to apply an effective

optimum partial-band jamming strategy.

Figure 3-7 supports the above statements by showing the optimum

fraction Yo vs. Eb/NJ for 8-ary FH/MFSK with different numbers of hops per

symbol (L=1 and 4). The jammer's optimum strategy appears to be partial-band

noise jamming with fraction Yo, unless the available jamming power is very

strong (say, Eb/NJ is less than 5 dB). The value of Eb/NJ for which yo

becomes less than one is a function of L.

Figures 3-8 (L=2) and 3-9 (L=4) show the probability of bit error

vs. Eb/NJ for different M (M=2, 4, 8, 16, and 32). We observe that in the

strong jamming region, the performance improves with increasing M and follows

a nearly exponential channel behavior for these values of L. However, as

Eb/NJ approaches infinity (no jamming), the performance degrades with increasing

M; this behavior is due to the fact that noncoherent combining loss (NCL)

effects are directly proportional to both L and M, as explained in Section 2.1.

Figures 3-10 through 3-12 compare wideband (y=1) and optimum or

worst-case partial-band noise jamming (yo) for M=4 and L=1, 2, and 4. The

difference between wideband and optimum partial-band noise jamming is most
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pronounced for L=1 hop/symbol, as illustrated in Figure 3-10. In this

figure for L=1, the resulting dependency of the bit error probability is

approximately inverse linear. As L increases above 1, the optimum jamming

performance is improved greatly as can be observed in Figures 3-11 and 3-12.

We observe that the wideband jamming performance is pushed up (or degraded)

due to the NCL effect as L increases. The performance difference between the

optimum jamming and wideband jamming becomes quite small for L=4 hops/symbol.

1,' In Figures 3-13 and 3-14 we observe the tradeoff between anti-jam

"C, effectiveness and NCL which takes place as the number of hops/symbol, L, is

increased. Each figure gives the bit error probability as a function of

Eb/NJ for fixed M (4 and 8) and Eb/No (10-5 error rate without jamming) with

L as a parameter (L=1, 2, 4 and 6). We observe that a kind of diversity

improvement is obtained for Eb/NJ between 10 dB and 40 dB. However, since

" L=1 always gives the best performance for high Eb/NJ, this quasi-diversity

concept given by the square-law combining clipper receiver with L-hops/symbol

is different from the conventional Rayleigh-fading-channel diversity concept.

3.4.2 Numerical Results for Linear-Law Receiver

In Figures 3-15 and 3-16, we compare the bit error rate performances

of the FH/MFSK linear-law combining receiver with clippers and the square-law

combining receiver with clippers, with L as a parameter (L=1, 2, and 4) for

M=8 and 16. The figures show that the linear-law receiver provides uniformly

* better performance than the square-law receiver; but in the middle range

of Eb/NJ (say 10 dB to 25 dB), both receivers give almost the same performance.

Also, for L=1 hop/symbol, both receivers give identical results for the binary

(M=2) case and almost identical results for M> 2.
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4.0 PARTIAL-BAND NOISE JAMMING PERFORMANCE OF AN L HOPS/SYMBOL
FH/MFSK RECEIVER EMPLOYING ADAPTIVE GAIN CONTROL

In Section 2 we considered a conventional FH/MFSK receiver with

L hops/symbol in which the symbol decision is based on linear combining of

the square-law detected hops. It was shown that the bit error probability

for the system always increases when L increases; there is no diversity

gain associated with using L hops/symbol.

When the standard FH/MFSK receiver is modified by inserting

clippers (soft limiters) prior to accumulating the envelope detector outputs,

4as shown in Section 3, the system performance against optimum partial-band

noise jamming improves greatly. A kind of limited diversity gain is

exhibited in which increasing L reduces the error probability for certain

values of Eb/NJ and Eb/No, the ratios of bit energy to jammer noise density

and to thermal noise density, respectively.

We now consider another modification to the standard FH/MFSK

. receiver in which the detector outputs are normalized by the received noise

power on a per-hop basis, as illustrated in Figure 4-1. The message symbol

.4 decision i is taken to be the index of the largest of the decision statistics

*- zi , where

L L

z= Zik = Xik/o, i= 1, 2,...,M; (4-1)

k=1 k=1

x is the sampled squared envelope in channel i on the kth hop; and a2Xikk

is the variance or average received noise power on the kth hop. The design

is idealized in that it is predicated on the assumption that the noise

power on a given hop is measured perfectly (using a separate channel as shown

in Figure 4-1) and is the same for all channels. Because of this ideal
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- - adaptive gain control (AGC) normalization, analysis of the performance of

.1*- the receiver is expected to be useful as a lower bound on what may be

realized in practice. In Section 4.4 we consider also the receiver of

Figure 4-1 when linear-law envelope detection is used.

4.1 SIGNAL, NOISE, AND JAMMING MODELS

After dehopping, the received signal is assumed equally likely

- to be present in any one of the M channels for the entire symbol period T,=Lc,

*''"where c is the hop period and L is the number of hops per MFSK symbol. With-

*- out loss of generality, we assume that the signal with power S is in channel

Ior

s(t) = cos(wIt + ek), (k-l)T <t< kT, k = I , 2,...,L. (4-2)

Thermal noise is considered also to be present in each channel,

and is assumed to be zero-mean narrowband Gaussian noise with variance
)%*°2

N NoB, where No/2 is the (two-sided) noise power spectral density and B

is the bandwidth of each channel. Thus for no jamming the samples of the M

squared envelope detector outputs on the kth hop are the variables

x 1 lk r- co0se6k + n clk) 2+ 02Ssine k + n slk)2 (4-3a)

and

'I n2  + n2ik, i = 2, 3,... ,M, (4-3b)• L ik cik "" "

where ncik , nsik, i= 1, 2,...,M; k=1, 2,...,L, are the independent noise

- quadrature components in the channels at the sample times tk= kr, with

-- ik nsik = = NoB, for all i, k. (4-4)
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Jamming noise is assumed to be present on a given hop with

probability y. When jamming occurs, it is considered to be in all of the

M channels (as well as the measurement channel). This model assumes that

if the total number of hopped frequency "slots" is N1 , making the system

Pbandwidth W= N1B, the jammer's bandwidth is N2B where N2 .< N1 . Under these

conditions, the number of possible hop positions for the MFSK bandwidth

(including the measurement channel) is N1-M, and the jamming probabilities

associated with these positions are

N2 -M
= Pr{all M+1 slots jammed} = NM (4-5a)

N1-N2-2M

io = Pr{none of the M+1 slots jammed) = N1-M ' (4-5b)

and

7p Prisome of the M+1 slots jammed) 2M (4-5c)N1-M•

Now, defining y - N2/N1 and a 
- M/N1 , we see that

1-8

ITO = - <<1 or M<<N• (4-6)

20
1-8

Thus for very wide system bandwidth, we may ignore the possibility that only

some of the MFSK slots are jammed, and take

= Pr{symbol jammed) = Jammer bandwidth
R System bandwidth (47)

When jamming noise is present, in each channel it is assumed to

be zero-mean narrowband Gaussian noise with variance 2= NjB/y, where N /2

"" is the (two-sided) noise power spectral density averaged over the system
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bandwidth; that is,

N= J  (4-8)

The combination of jamming and thermal noise on the kth hop produces the

detector output samples

. Xlk cose k + nclk + jc1k) + 4 sinek + nslk +351k) (4-9a)

", Xik : (ncik + Jcik) + n + Jsik' i=2, 3,...,M, (4-9b)

where jcik' Jsik' i=1, 2,...,M; k=1, 2,...,L, are the independent jamming

noise quadrature components in the channels at the sample times, with

E j2ik = E jik = ay = NjB/y, for all i, k. (4-10)

p, In summary, we can express the detector output samples as

k k cosk+v S (4-11a)

xi a2 (2 + v2, 3,...,M, (4-1b)
ik k cik+ sik)/

where Vcik and vsik are independent unit-variance zero-mean Gaussian random

variables and

02 = NoB with probability 1-y

k
a = N2 + 02 (No + N /y)B with probability y. (4-11c)
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4.2 PROBABILITY OF ERROR ANALYSIS FOR SQUARE-LAW AGC RECEIVER

Assuming equally likely M-ary symbols, we may express the

symbol error probability by

Ps (e) Ps(elm, transmitted)

L

= P9 Ps(elml, z hops jammed), (4-12)

,=O

where p is the probability that Z out of L hops are jammed:

(L) 9 (l- . (4-13)

The summation in (4-12) represents averaging the conditional symbol error

- -* probability over the possible jamuming events.

For M a power of two (M=2K), the bit error probability is obtained

from the symbol error probability using the relation

Pb(e) = Ps(e). (4-14)

4.2.1 Distribution of the Decision Statistics

From (4-1), the decision statistics z are defined as

Vi

L

k=1

L[ S 5 k + +i)+ S ( inek + \sl (4-15a)

and
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L

.9'. k=1

F,- ( Z ( k "+' ik) = 2, 3,...,M. (4-15b)

k=1
..-

Since Vcik and v sik are independent zero-mean unit-variance Gaussian

random variables, conditionally the zi for i > 2 are chi-squared random

. variables with 2L degrees of freedom and zl is a noncentral chi-squared

random variable with 2L degrees of freedom and noncentrality parameter

L 2S 2S

- 2 [cosek + sinek)]
'.',k=1

L
-2 2S 2S (4-16)

'9. k=1 k T

Thus the probability density function for z, is

' Pz ((;)()1)/2 
e e )/2 IL 1

PM _ 2m+L-1
= e pF2 " r(m+L) , >0 (4-17)

m=O

where IL_1(-) is the modified Bessel function of the first kind and order

L-1. The pdf's for the noise-only channel statistics zi (i ( 2) are identical

and are given by

Pz (a PZ (a,1e-/ a2 a > 0, i =2, 3,...,M. (4-18)
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4.2.2 Conditional Symbol Error Probability

Since for M > 2 there are many error events but only one correct

decision, it is convenient to write the conditional symbol error probability

as

. Ps(e z) Ps(el hops jammed)

: 1 - Ps(cIMi, 9')

=1- Pr z2 < Z1, Z3 < Zl,... ,zM < Z1 }. (4-19)

In terms of the pdf's for the statistics, this becomes

P (e)= I. - d pz (;x) da p (a) (4-20)

0 .0 P

From (4-18) we find that

,fda p (a) =1 Jda e~ -a/ 2  (a/2)

L-1

"= 1- e "B/2  1 (8/2) r

r=O

. .- a/2 eLil(8/2), (4-21)

where eLil.) is the incomplete exponential function [4, eq. 6.5.11]. The

error expression (4-20) requires that (4-21) be raised to the M-1 power.

Using the binomial expansion, this power is
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55*1

" 1 e- s/2  e L /2)j =M-1 (N-) ( 1 )f e m /2 eL ( /2) m

m0 (4-22)

Substituting (4-22) into (4-20) yields

Ps(elt) = M ) (-1)m+ da Pz/B;x 2  eLl( /2)1m,

m=1 a
(4-23a)

in which the integral is

Ia d -()(L1)/2 e(+X )/2 e-m,/2  m

to h (m+l) (L-)/2 iL

-, f - [ -m(L-()

:-5'1[eL-l(X)]m = E Cr(ml ,L) xr/r! '  (4-24a)

r=

, where, from Appendix 4A, the coefficients cr are given by

m 0 r L-1 (4-24b)

• :'::-:'C r (mL) =L-

Using (4-24a) in (4-23b) gives

"""m(L1

' ""'...-. ... e'P \ P--- I. L- 1) Cr(m;L) ir.dx e(m+ l)x xr+(L-1)/2 IL1I(2 xpVi )

(-r0=O

[e1 (Xp-(-1 Cr (mL) )r,(42a

. L , 0 (4-25)

; -. - - ex - p ) *

• (mL. f dx (m(m+')1

Pt r=O0
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where £m(X) is the generalized Laguerre polynomial. In writing (4-25) wen

have used formulas 6.643.2, 9.220.2, and 8.972.1 in [2].

4.2.3 Bit Error Probability

Making the appropriate substitutions in (4-14) and (4-12) yields

the bit error probability expression for the AGC FH/MFSK receiver:

L = 2£ f- ( m-) .(1tL.expli-pI,
b (m+l)L +1Z =0 m=l m1

m(L-1)
SCr(mL) £(L-1) (4-26a)

r=O (m+l)r r

- -(L ()- (M-1 AI exKP h(p p m,L),

2 M-1 m+

Z=0 m=1 (4-26b)

where c (m,L) is given by (4-24),r

= .S + (L-L) -, (4-27)
T N

and we define the m(L-1)-degree polynomials h(x; m, ) as
m(L-l)

h(x; m, L) - (1)L1 m Cr (m,L) A r (4-28a)
- 1 (m+)r r (-

+ 02X + 83 X2 +...+ Bm(L_ 1

These polynomials are generalizations of the g(x;L) polynomials used in [1]

for the case M=2; in fact, h(x;1,L) = g(x/2; L). For L=1, h(x; m, 1) 1;

therefore, all the effects of L > 1 are embedded in these polynomial factors.
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So far the expressions we have developed involve power signal-

to-noise ratios. Conversion to energy and noise power spectral densities

is possible using the relations

!s K !b ,(K 109o2M); (4-29a)

C2 =NOB, 2 =N B/;(4-29b)
N o i

and

BT = 1. (4-29c)

Using these relations, we have

[:. PP

E

=Eb [ 1 (4-30b)
NoLL 1 + ya

!....-i*

,. aS= (4-3c)

)/( -30d)

and

N- B .N (4-30e)

In terms of these new quantities, the bit error probability (4-26) becomes,

Kfor M= 2

Pb(e) = b(e; M K,) y b Eb)

,.,. M1) (-1)a L4

1"' 2- -Y (1-Y I

2 M-1 Z"-
k'=0 m=1
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mKo Eb+ Eb EbrEb

exp m .[ b+ (L-) !b h ) m, L .
SL N(4-31)

In the numerical computations which follow in Section 4.3, we are interested

in the error rate given by (4-31) as maximized with respect to y, the partial-

band janning fraction.

4.2.4 Special Cases

The bit error probability expression can be better understood and

checked by considering some special cases.

4.2.4.1 One Hop Per Symbol (L=I)

For one hop per symbol (4-31) reduces to

Pb(e;L=l) = (1-y) - M + y PM No  E ) (4-32a)

where PM is the usual M-ary orthogonal error expression [7, p. 577],
2 M-1 (1I~ x

PM(x) =1 .-L m m+ exp m Kx (4-32b)
~m=1

The error rate in this case is simply the average of two error rates, one

for the unjammed SNR, and the other for the jammed SNR.

4.2.4.2 Binary FSK (M=2)

For BFSK (M=2), (4-31) reduces to

Z (L) Yi (LY)-
Pb(e;M=2) = L (-)L '  1 exp - + (L-k) Eb-

b 1= 2 L ,,o No

!- + (L-,) L]b LI (4-33)

which agrees with the results shown in [1, p. 225], [8].
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4.2.4.3 Two Hops Per Symbol (L=2)

For two hops per symbol the error probability expression is not

too unwieldy towrite out, giving

.. 1 M M- (M-1) -1) m+ l  I (m-- K b
Pb(e;L=2 ) = j - (R'- )2 exp[ (i \ Nb1 M m/ mi L _1 L

m=1

(KEb 2)

M(-) {1 exp m _n + R _
m+ 1 + m+1 2 N T N0)m=1

h - -T+ N ; m,2)
T /o

+2 1 (Mml) M-1m l exp "T--') ] h ;
m-1\

(4-34a)

where
" m

' h(x;m,2) = I ) r! R1 x (4-34b)
+ r=O (m+l)r r l+1

Keeping in mind that NT= No + N we observe that maximization of (4-34)

with respect to y, which yields the worst-case partial-band performance,

will involve a tradeoff between the magnitudes of the three terms and their

. weights. We also observe that such a maximization must be performed

numerically because of the complexity of the expression.

14
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4.2.4.4 No Thermal Noise

For Eb/No =, the error probability vanishes except for the

- =L term:

P b(e ; b  L 1 M (M-1) (- 1 )m+1 M
P o = -- 1 m+1 e --i. yR h(yR; m,L),£:.:-m=l

" (4-35)

where R - KEb/NJ. Unlike the M=2 case discussed in [11, for which it was

possible to find an analytical solution for the worst case, for the M-ary

situation the solution must be obtained numerically. However, it can be

observed that maximization of (4-35) with respect to y is equivalent to

maximization of R-L times (4-35) with respect to X---yR. Hence, for the

special case of no thermal noise, yo= const/R and Pb(e;yo)=const/RL , where

the constants are functions of M and L.

4.3 NUMERICAL RESULTS FOR THE SQUARE-LAW AGC RECEIVER

In the following figures, the performance of the AGC receiver is

u summarized graphically, both for wideband noise jamming (y=l) and for

optimum partial-band noise jamming. The performance in optimum worst-case

partial-band jamming was determined numerically by varying the partial-band

fraction y to find the maximum probability of bit error for given M, L,

Eb/No, and Eb/NJ:

worst case Pb (e; y, M, L, Eb/No, Eb/NJ)

- max Pb(e; y, M, L, Eb/No, Eb/N J). (4-36)

This numerical procedure was followed because of the difficulty in obtaining

an analytical solution to (4-36) by differentiating the error expression

(4-31). The computer program for these calculations is given in Appendix 4E.
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Comparison of systems with different values of M will be made

on the following basis. For L=1, the systems corresponding to different

values of M achieve the same bit error rate (BER) for different values of

Eb/No. A BER of 10
-n is obtained for the values of Eb/No given in Table

4-1. For most of the curves we will show, the baseline case will be a BER

of I0 - 5 for each M; in effect we are comparing systems which are equivalent

in performance under no jamming and prior to introduction of any multiple

hopping. The variations in performance obtained by the systems for different

M will be due to their different responses to increased L and to jamming

effects.

TABLE 4-1

VALUES OF Eb/No (INdB) FOR WHICH BER= 1.0000 x 10
-n

M n=3 n=5 n=7 n=9

2 10.94443 13.35247 14.89253 16.027135

4 8.35248 10.606572 12.07231 13.16444

8 6.971995 9.09401 10.49329 11.54624

16 6.069646 8.07835 9.41818 10.43496

32 5.418446 7.329656 8.61624 9.599615

:- 4.3.1 Wideband Jamming (y=l)

Having selected values of Eb/No for the different M which yield

BERs of 10- , we now consider the effects of wideband jamming. Because

of the jamming, the SNR is no longer Eb/N o , but

Eb _ Eb = NO\J) Eb
b b_ b(4-37)NT No + NJ Eb Eb "o
No + Nj
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Quite simply, for fixed Eb/No the effect of wideband jamming is to reduce

the effective SNR. Figure 4-2 illustrates for M=4 the fact that for

wideband jamming the behavior of the BER for different L is the same as for

no jamming. In this figure the BER is plotted against Eb/NJ. so that for

low Eb/NJ the values are close to those for low Eb/No in Figure 2-3; for

high Eb/NJ. the BER of course approaches the value for the given Eb/No = 10.61

dB, that is, 10-5 for L=1 and higher for L> 1 due to the noncoherent

combining loss (NCL) effect.

A summary of wideband jamming results is given in Figure 4-3.

The four complete curves represent the range of the parameters considered

in the numerical computations: L (2 to 6) and M (2 to 32). Also, parts

of two L=1 curves are shown to draw attention to the fact that for L=1 the

M=2 and M=32 curves do not cross, whereas for L> 1 they do. This interesting

behavior is due to the convention we have adopted for comparing the system

performances for different M. For very high Eb/NJ, the performance for L=2

and M=32 is worse than for L=2 and M=2, due to a higher NCL at BER= 10- .

As Eb/NJ decreases, the total SNR, Eb/NT , decreases faster for M=2 than for

M=32 and a crossover is experienced at the Eb/NT for which the NCL is equal

for both M's. For L=1 the curves in Figure 4-3 do not cross because by

0. definition there is no NCL.

4.3.2 Optimum Jamming Fraction

. Figure 4-4 shows the typical behavior of the optimum value yo of y,

the partial-band jamming fraction, as a function of L, the number of hops

per symbol, forM=4. It is seen that, in general, the value of Yo is inversely

proportional to Eb/NJ when Eb/NJ exceeds some value; otherwise it is equal

to one. Thus the jammer's strategy is to utilize wideband jamming when

the available jamming power is relatively strong, and to use partial-band
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jamming when the jammer is weak compared to the signal. We observe that

for the AGC receiver at the Eb/No values chosen for the nominal case

(BER= 10- 5 and L=1), the value Yo is always unity for L> 4. The inter-

pretation seems to be that for higher L the NCL acts as a form of self-

*-. jamming and therefore a wideband jammer can be effective against the

system.

The above interpretation is supported by Figure 4-5, in which

the M=4 case shown in Figure 4-4 is extended by increasing Eb/No from

10.61 dB (BER= 10- 5 for no jamming) to 13.16 dB (BER= 10- 9 for no jamming).

The effect of higher Eb/No on the optimum y is seen to be to lower it;

the system at this value of Eb/No has smaller NCL and thus the jammer must

employ partial-band jaming to be most effective.

It may be observed that Yo is inversely proportional to M;

evidence of this fact is given in Figure 4-6, which is a comparison of

Yo vs. L curves for M=2 and M=32. From the yo curves it is apparent that

the jammer must acquire knowledge of M, L, and Eb/No in order to select an

effective partial-band jamming strategy.

4.3.3 Worst-Case Jamming Performance

The difference between wideband (y=l) and optimum or worst-case

partial-band noise jamming (y=yo) effects on the AGC FH/MFSK receiver is

most pronounced for L=1 hop/symbol, as illustrated in Figure 4-7 for M=8

j and in Figure 4-8 for M=16. In these figures it is apparent that a weak

jammer can increase the error rate by up to two orders of magnitude by

employing partial-band jamming rather than wideband janning. The resulting

dependency of the BER upon Eb/NJ is approximately inverse linear, that is,
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max Pb(e;y, L=1)= const b (4-38)

for Eb/N d between 0 dB and 40 dB. For extremely high Eb/NJ. of course,

the BER is determined by Eb/No, which was chosen to be the value which

makes the error rate equal to 10- 5 .

As L is increased from the value L=1, two effects occur, as shown

for L=2 in Figure 4-9 for M=8 and in Figure 4-10 for M=16. First, the wide-

band jamming performance is pushed up or degraded due to the noncoherent

combining loss effect, so that the BER for high Eb/NJ approaches 4.1 x I0-5

for L=1. Second, the optimum jamming performance is improved greatly; the

largest difference in performance is about a factor of three rather than

two orders of magnitude. This indicates that the normalization employed

by the AGC receiver is successful in combatting the partial-band jamming,

which after dehopping appears to the receiver to be a kind of pulsed or

intermittent jamming. The normalization in effect weighs the jammed hops

less in the symbol decision, countering the tendency of the jamming to

obscure the difference in average power between the signal-plus-noise

channel and the noise-only channels. This can be seen by considering the

ratio of the average powers of the signal and noise-only channels for

z hops jammed:

E(z1) 2L + 2P L-k S £ S
E(Z2) - 2L2 - S S (4-39a)

for the AGC receiver, and

E(zl) 2(L-) + (24+ 2LS S

E 2 = 2(L-1)2+29j + 02+i 2(4-39)

N TL N L T
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for the conventional receiver. For strong jamming (02 - =), the AGC's

action as represented by (4-39a) tends toward a value greater than one,

while the conventional receiver as represented by (4-39b) tends toward one,

or no difference in the average values of the decision statistics upon

which the symbol decision is based.

The countering or anti-jam effectiveness of the AGC normalization

improves as L increases, as illustrated for L=4 by Figure 4-11 for M=8 and

by Figure 4-12 for M=16. This is consistent with the yo behavior seen

before (Figure 4-4) in which Yo - 1 as L- 5 for the BER=10-5 series of curves.

As L increases the difference between optimum and wideband jamming effects

becomes small; however, for high Eb/NJ the error rate increases because of

the NCL effects. Thus there is a tradeoff between anti jam capability and

5'' noncoherent combining losses.

5The worst-case jamming performances of the AGC receiver for

different values of M, the symbol alphabet size, are shown in Figures

4-13 to 4-16 for L = 2, 3, 4, and 6; these curves are also summarized by

Figure 4-17. Since the average bit energy-to-noise density ratio is

Eb Eb
NJ small (Yo 1),

(Eb E( Eb Eb N
avg No ) No + NJ/Y 

Eb Eb
0 large, (4-40)

for small Eb/NJ the results for different M reflect a bit-energy constraint

4.: comparison similar to Figure 2-2, that is, the error rate decreases as M

increases. For large Eb/NJ, effectively there is no jamming, and the BER

increases with M, as explained in Section 2.1.
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5-The tradeoff between anti jam effectiveness and NCL which takes

place as L, the number of hops per symbol, is increased is well illustrated

- in Figures 4-18 through 4-22. Each of these figures gives the bit error

rate as a function of Eb/NJ for a given value of M and Eb/No, and for

different values of L (L=1,2,3,4,6). By plotting the performances obtained

for different L on the same graph we are able to observe that a kind of

diversity improvement is obtained for Eb/N d between approximately 5 dB and

40 dB. The improvement is a limited one, unlike the typical diversity

improvements gained under fading conditions. For the particular values of

Eb/No used in these figures, the performances for L=2 and L=3 are better

than that for L=1 at certain values of Eb/NJ, but for small or very large

Eb/NJ. the L=1 system is best.

Identification of NCL as the limiting factor in diversity improve-

ment with increasing L is confirmed in Figures 4-23 to 4-25. In Figure

. 4-23, for M=2, Eb/No is increased such that the error rate is 10-7 for L=1

-S and no jamming; the limitation of the improvement occurs later, that is at

a higher Eb/NJ and lower BER, than in Figure 4-18, so that the optimum

diversity gets to be as high as L=4 for a small range of Eb/NJ.
K.b 

,

In Figure 4-24, for M=4, Eb/No is again increased, such that the

BER= 10"9 for L=1 and no jamming. In this case the highest optimum diversity

is L=5, for a small range of Eb/NJ beginning around Eb/NJ - 18 dB.

As Eb/No0 -, we have the case of no thermal noise. Figure 4-25 shows,

* O for the example of 4=2, that the-§ystem performance .mproves indefinitely

with increasing Eb/NJ and that the optimum diversity increases also. If the

appropriate value of L is chosen the performance obtained is within 3 dB of the
*ideal system performance for L=1. However, this situation is very idealistic,

and we anticipate that as a compromise a realistic system might employ L=2,

since most of the improvement over L=1 is obtained for this case.
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L) AS A PARAMETER WHEN Eb/No=10.61 dB (FOR IDEAL MFSK

(M-4) CURVE THE ABSCISSA READS Eb/No)
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FIGURE 4-21 OPTIMUM PARTIAL-BAND NOISE JAMMING PERFORMANCE OF

AGC FH/MFSK RECEIVER FOR M=16 WITH THE NUMBER OF

HOPS/SYMBOL (L AS A PARAMETER WHEN Eb/Nm 0B .08 dB
(FOR IDEAL MFSK CM-IS) CURVE THE ABSCISSA READS E./N 0
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FIGURE 4-22 OPTIMUM PARTIAL-BAND NOISE JAMMING PERFORMANCE OF

AGC FH/MFSK RECEIVER FOR M"32 WITH THE NUMBER OF
HOPS/SYMBOL L) AS A PARAMETER WHEN Eb/No-7.33 dBL.. (FOR IDEAL MFSK (M=32) CURVE THE ABSCISSA READS Eb/NO)
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FIGURE 4-23 OPTIMUM JAMMING PERFORMANCE OF THE AGC RECEIVER FOR

BFSK/FH WITH THE NUMBER OF HOPS/BIT L) AS A PARAMETER WHEN
Eb/NO = 14.89 dB (FOR IDEAL BFSK CURVE THE ABSCISSA READS

Eb/N O)
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NOISE IS ABSENT (FOR IDEAL BFSK CURVE THE ABSCISSA READS EbINO)

172
,

• :.'/ . ,':-':'.. -:,.-;-, -:.,:...::: ,.'::-:--:.- .. 5.: ....' .-.-5...-. * :.* . :-..-.-*......-.;,r.:,,<, .



- %......

J. S. LEE ASSOCIATES, INC.

4.4 PROBABILITY OF ERROR ANALYSIS FOR LINEAR-LAW AGC RECEIVER

*" It is well known that in the Gaussian noise channel detection

of a sinusoidal signal based on accumulating square-law envelope samples

yields a performance very similar to that based on accumulating linear-law

envelope samples. Thus even when a linear-law envelope detector is employed

the usual procedure is to analyze the problem as if square-law envelope

detection were used, since the exact treatment of the linear-law case is not

tractable. For FH/MFSK communications problems, it is not known in general-V-.

whether a significant difference in performance between the two types of

envelope detector is experienced, particularly when the system is jammed.

Therefore, in this section we consider the performance of an AGC receiver for
FH/MFSK in partial-band jamming using linear-law envelope detectors.

The system under consideration is shown in Figure 4-26. The

symbol decison is made by selecting the largest of the decision statistics

.' "L L

z= Zik = Vik/ak , i=1, 2,...,M, (4-41)

k=1 k=1

where the vik are samples of the envelope detectors in the M channels at

tk, k= 1, 2,...,L, corresponding to the L hops constituting the M-ary symbol

and a2 is the noise power present on a given hop, assumed to be measured

perfectly. As for the square-law envelope detector AGC receiver shown

previously in Figure 4-1, the noise variances in the M dehopped channels are

assumed to be equal on a given hop, with
02=NoB with probability 1--y

= N (4-42)

k
0a2 = (No + Nj/y)B with probability y,
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where y is the fraction of the total hopped system bandwidth (W) which is

jammed and Nj is the jammer's spectral density, averaged over W.

Intuitively, we might expect linear-law envelope detection to

improve the anti-jam performance of the AGC receiver over that shown for

the square-law system, since the weights (normalization) used on each hop

are effectively

""Wik = 1 x , - vx)"' (- 4vik (4-43)

with respect to the square-law envelope samples xik, thus weighing jammed

hops less than before (on the average, xik = 2(a2 + S)).

As in Section 4.2, we express the bit error probability by

P b(e)= 2M Ps(eimtransmitted)

L
M Z () y( -x Ps (elml, x hops jammed)

and calculate the conditional symbol error probabilities from

Ps(elt) F Ps(elm,, z hops jammed)

-1 -f da pz((a) ad p2( )

0 f

o [J1

" 1- dci (a) F (a) (4-44)
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in which pz (a) and p Z2() are the probability density functions (pdf's) for

signal plus noise and noise-only channels, respectively, and FZ2 () is the

cumulative distribution function (cdf) for a noise-only channel,

F Z2() = Pr(Z2 < a)- (4-45)

4.4.1 Distribution of the Decision Statistics

From (4-41) and (4-11a), the decision statistics zi are defined

as

L L L

= Z vk = /1 = I k

k=1 k=1 k=1

and= ~ (j cos ek +V + ( S sin ek + vslk (4-46a)
. '. k=1

~and

L L L• Z 2,, ~

%! k=1 k=1 k=1

L

S 2  i = 2, 3,.. .,M. (4-46b)
cik + sik

k=1

Since Vcik and Vsik are independent zero-mean unit-variance Gaussian random

variables, conditionally the zi for i > 2 are sums of L normalized Rayleigh

random variables and z, is the sum of L normalized Rician random variables

with SNR's Pk2So ; k=1, 2,...,L. Thus the pdf's of zlk and Zik are
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, aZlk(a exp a-k - 10 I0 C (4-47a)

and
oa2/2

Pzik) =6 e , i = 2, 3,..., M. (4-47b)

For L=1 hop/symbol, the exact equations for the pdf and cdf of

the decision variables z i are known. For the case of L=2, exact analysis

is still straightforward to compute, since the analytical expression for the

- pdf of the convolution of two Rayleigh densities can be easily obtained and

the convolution of two Rician densities can be numerically evaluated without

any difficulty. However, when L >2 the analytical expression and numerical

I
analysis of the exact pdf of the decision variables z i become -too complicated

to obtain. To overcome this problem, we approximate the pdf and cdf of the

decision variables z i by asymptotic* expansions (Edgeworth series).

The Edgeworth series expresses the pdf of a standardized random

variable X as the sum of derivatives of the Gaussian pdf, weighted by functions

of the cumulants of X. For the FH/MFSK decision variables, then, we

approximate the pdf's by the asymptotic expansions

~ =(a 
Y ixz i  zi

1-- c ni ( ; i = 1, 2,...,M; (4-48)

where the Zn(.) are derivatives of the Gaussian pdf. Similarly the cdf

of the decision statistics can be expressed as

*Asymptotic in L; hence the accuracy of the approximation increases as L
increases.
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F Z 
F 04

, Cni Z (n-1)(4-49)
-*~n ( zi)

Equations (4-48) and (4-49) are now expressed in terms of a random

variable x which can be evaluated by the expansion technique explained in

Appendix 4B and applied to the problem at hand in Appendix 4C. The bit

error probability then can be obtained by substituting (4-48) and (4-49) into

(4-44), to give the expression

L

V.~ (e _Y,~ L-2b M- Z
X=0

d 1 -ad 1 p)F x - (4-50)

The results for L=4 and L=6 for given values of M (2, 4, and 8) are obtained

by evaluating (4-50). For the case of L=1 and L=2, the bit error probabilities

are obtained by the exact analysis given in Appendix 4D. For a given number

of jammed hops (z), the moments and cumulants of z, are computed using

kS/o T for 9 of the hops and k S/o 2  for L- of the hops.

_ 4.4.2 Numerical Results for Linear-Law AGC Receiver

4.- The worst-case or maximum probability of error is obtained by

using the computer programs of Appendices 4F, 4G, and 4H to compute Pb(e)

while varying the fraction y. A sample plot is shown in Figure 4-27 for

M=4, L=1. For comparison purposes, the bit error probabilities for the two
o9.

AGC receivers (linear and quadratic detectors) are plotted as a function of
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y for M=4, L=6, in Figure 4-28. It is seen that the optimum y decreases

with increasing Eb/NJ and that when L is increased, the optimum y is brought

closer to 1. From the comparison of the two AGC receivers in Figure 4-28,

it is seen that the performance difference is very much a function of

Eb/NJ and fraction y. For large values of Eb/NJ, the performance difference

is rather insensitive to the fraction y. In this region, for the same value

of y the linear-law detector always performs better than the square-law

detector. However, for very low Eb/NJ. there is a cross-over point in y,

above which the square-law detector performs better and below which the

linear-law performs better. The cross-over disappears when Eb/NJ is 10 dB

or greater. However, when L is decreased, the cross-over disappears for

higher values of Eb/NJ, at which point the linear-law detector will always

perform better than the square-law detector.

Figures 4-29 through 4-31 show the worst-case bit error probability

as a function of Eb/NJ for M=2, 4, and 8 and Eb/No's corresponding to I0
-5

error rate, each for different values of L (L=1, 2, 4, and 6). The noncoherent

combining loss is clearly illustrated for large values of Eb/NJ whereas for

the range of Eb/NJ between, say, 5 dB and 40 dB, the diversity improvement

is obvious by the comparison with the L=1 curves. This is due to the anti jam

capabilities of the AGC receiver. The square-law detector performance of the

AGC receiver is also plotted for comparison. It is seen that the linear-law

detector reduces the non-coherent combining loss for large values of Eb/NJ.

The behavior of both receivers seems to be quite similar.

Figures 4-32 through 4-35 show the worst-case bit error probability

as a function of Eb/NJ for L=1, 2, 4, and 6 each for different values of M

(M=2, 4, and 8) and the corresponding Eb/NO for a 10-5 error rate. For L=1

the results are identical with the results given in Section 4.3. The NCL

180



; 1 .. I ' ' ' l l I I ' ' rl I I I I I I rT

Eb/NO -13.35dBI
(FOR 10-5 ERROR RATE

WITHOUT JAMMING) Eb/" 0 dB
10-1 ."-M =4 (2 BITS/SYMBOL) EbNJ - dB

L- 6 HOPS/SYMBOL
OPTIMUM PARTIAL-BAND

* NOISE JAMMING

0

w /
I- g/
O 10- 2  SQUARE-LAW /

- " LINEAR-LAW / p

-I /
0 /

10-3 0bN 50d

10-4 1 IIllsl, , i l ' i , , , , ,.'

10- 3  10- 2  10 - 1  1 i

FRACTION OF TOTAL FREQUENCY CELLS M')"

a. /

FIGURE 4-28 PROBABILITY OF BIT ERROR VS. FRACTION OF TOTAL FREQUENCY
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WITH THE NUMBER OF HOPS/BIT L) AS A PARAMETER WHEN
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is not defined for L=1 hop/symbol. For large values of Eb/NJ, the Pb(e)

will read 10- 5 for any given M under the above condition. However, for

L=2 or greater, there is a cross-over point in Eb/NJ above which a lower

value of M would perform better and below which a larger value Of M would

perform better. It is seen that for increasing values of L, the cross-over

moves to the left. It is also seen that when L is increased, the difference

in NCL becomes more distinctive.
N

Finally the wideband performance for a typical AGC linear-law

receiver for M=2 and L=2 is shown for purpose of comparison with the

° performance of an AGC square-law receiver in Figure 4-36. This is taken as

a typical example since, for L=4 or greater, the performances under optimum

partial-band jamming are very much equal to the performances under wideband

jamming. It is seen that for Eb/NJ greater than 5 dB the linear-law receiver

performs better than the square-law receiver.

.,
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5.0 PARTIAL-BAND NOISE JAMMING PERFORMANCE OF AN L-HOPS PER
SYMBOL FH/MFSK RECEIVER EMPLOYING SELF-NORMALIZATION

In Sections 3.0 and 4.0 we have shown by the results of exact

error probability analyses that two types of square-law non-linear combining

(AGC and clipper) receivers for FH/MFSK are effective in mitigating optimum

partial-band noise jamming for L> 1. The AGC receiver analysis assumed that

a perfect estimate of the noise power on each hop was available for the purpose

of normalizing the detector outputs. Due to this idealized normalization of

the detector outputs, the performance of the receiver is useful as a lower

*bound on what may be realized in practice.

We now consider the error performance of another, more practical,

class of square-law combining receiver for FH/MFSK signals in the partial-band

noise jamming environment. The normalizations of this receiver are provided

by the samples taken at the output of square-law envelope detectors during

a single hop period. We shall call this the self-normalizing receiver, owing

to its self-sufficiency in normalizing the detector outputs. One of the ad-

vantages of this receiver is that no extra channel is needed to normalize the

detector outputs and, therefore, it is easier to implement. Since the self-

normalizing receiver resembles the AGC receiver in that both receivers weight

the sample outputs, we expect that the weights Wk generated by the self-normalizing

receiver will provide an anti-jam (AJ) capability against optimum partial-band

jamming for L> 1.

In the following, we give a brief description of the system model,

then proceed with the analysis of the error probability in general for the M-ary

case. In subsection 5.3, we consider a special case of M=2. We consider both

a receiver without a quantizer and one with a finite N-level quantizer for

linear and square-law detectors in anticipation of a digital implementation.
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The effect of the quantization level is discussed and finally, in subsection

5.4, we present numerical results for the receiver performance.

5.1 SYSTEM MODEL

The L-hops/symbol square-law combining self-normalizing receiver

for FH/MFSK signals is modelled as shown in Figure 5-1. On a given hop the

MFSK signal s(t) is assumed to be one of M tones:

s(t) = V22 cos(2wfit + ek), (k-1)t < t < kT,

k=1, 2,...,L, i=1, 2,...,M, (5-1)

where S is the received (average) signal power; fi' i= 1, 2,...,M, are the

channel center frequencies; and ek, k= 1, 2,...,L, are independent phases uni-

formly distributed on [0, 27).

We also assume that both thermal and jamming noise in any selected

cell are stationary bandlimited white Gaussian noise. Using the Rician decom-

position, we can write

ni(t) = nci(t) cos 27rfit + nsi(t) sin 21rfit;

'.

: ji(t) = Jci (t) cos 2wfit + j si(t) sin 21rfit

i =1, 2,...,M; (5-2)

where n i(t), nsi(t), jci(t), and Jsi(t) at a given time are statisticallyci 5 iS
independent Gaussian random variables with variances (or average power) given

by

E[n?(t)] = E[n2,(t)] = E[n2i(t)] =Y,
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Thermal noise is assumed to be present at all times, whereas

jamming noise may or may not be present on a given hop. The jamming model

used here assumes that each of the hops has the same probability y of being

jammed and the same probability (1-y) of not being jammed. Since ni(t) and

Ji(t) are additive noises, the resultant noise power a2 at the inputs to the

envelope detectors may be written as

.p. 02 N with probability (1-y)
p02

%. 

*h

a2 = a2 + o02, with probability y. (5-4)

At the receiver front-end, the dehopped signal r(t) is fed to M

bandpass filters with center frequencies fi' i 1, 2,...,M. After filtering,

the receiver employs square-law envelope detectors whose outputs are sampled

once every hop period T to produce Xik where, in channel i for the kth hop,

Xik xi(kT); i=1, 2,...,M; k=1, 2,...,L. (5-5a)

Without loss of generality, the signal is assumed present in channel

1. Therefore, the square-law envelope detector outputs on the kth hop (k= 1, 2,...,

L) are, when not jammed,

1'k /= cos E) + nclk) 2  + (-v2s sine, + nslk

X i 
with probability (1-y),

%' = 2n k + n ik; 1 2, 3 ,Me 

(5-5b)

. . . 194
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and, when jammed,

Xlk = cose 1 + nclk + Jc1k) 2

+ (-vr sine,+ nsik + Js1k)2  with probability y,

(5-5c)
X ik= (ncik + Jcik)2 + (nsik + "sik)' ; i=2, 3,...,M

where ncik , nsik' i= 1, 2,...,M, k=1, 2,...,L, are the independent noise

quadrature components in the channels at the sample times tk= k-T. Thus, xlk

is a noncentral chi-squared random variable with two degrees of freedom and

Xik, i = 2, 3,...,M, are central chi-squared random variables with two degrees

, of freedom, each scaled by o=o2(t=kT).

In the conventional receiver discussed in Section 2, the M detector

outputs on the kth hop are linearly combined for all k= 1, 2,...,L to give the

decision variables zi. However, in the present case the decision variables

z i , i= 1, 2,...,M, are obtained by first normalizing the detector outputs.

Since normalization takes place on a per-hop basis, the resulting weighting

is non-uniform and non-linear. The weights Wk are generated by taking the

reciprocal of the sum of the sample outputs on a per-hop basis, i.e.

Wk xi); k= 1, 2,...,L. (5-6)

We can now write the weighted variables zik as

zik = XikWk; i 1, 2,...,M. (5-7a)

The decision variables zi are then obtained by summing the weighted variables

Zik for all k= 1, 2,...,L. Thus,
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L

=i.E Zik; i=1, 2,...,M. (5-7b)

k=1

The symbol decision can now be made on the basis of the largest of the decision

variables zi; ia 1, 2,...,M.

In the following subsection, we analyze this model for the general

M-ary case to find the probability of symbol error. An example of the general

M-ary expression for the probability of error is given following the determination

of the joint density function of decision variables for L=1. Due to its

complexity (shown by example), we then proceed in subsection 5.3 to analyze a

special case for M=2 where the solution for the correlated decision variables

may be found for a slightly different form of receiver which is equivalent in

performance. An N-level quantizer is considered and the effect of the number

of levels on the performance observed.

5.2 PROBABILITY OF ERROR ANALYSIS FOR M-ARY CASE

Using the model described in Section 5.1 we proceed with the analysis

to compute the probability of symbol error for the self-normalizing receiver.

*... The symbol error probability, assuming equally likely symbols, is

L
P (e;y) = Ps(e ;ylml) = Pr(i of L hops jammed) Ps(e;-ylml, x hops jammed)

JL=O
I.-

M:- 2h rbblt fbterri banduigterlto

Pb(e) = Z PS(e;y). (5-9)
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The conditional symbol error probability is more conveniently

expressed in terms of the probability of making a correct decision. Thus,

Ps(e;ylml,y) = 1 - Ps(c;Yxm1,), (5-10a)

where

P s(c;ymiz) = Prfz 2 < z1 , z3 < Z1,..•,ZM < z11, (5-1Ob)

This can be expressed as

00 Z I Zi Zl

P s(C;yjm 1 ) =J dzlif f . f PZZ2•''zM(ZIP z2 ... ZM)dZ2 dz 3 " ..dzM
o -0 (5-11)

M- 1

In Sections 2, 3 and 4 we could simplify (5-11) further by noting

that the variables zi are independent. However, in the present case the de-

cision variables zi , i= 1, 2,... ,M, are correlated (linearly dependent), since

"' M

zi = L. (5-12)

Therefore, the joint pdf of the decision variables is required to determine the

error probability.

5.2.1 Joint Density Function of the Normalized Variables

The process of self-normalization has brought about the correlation

of the decision variables. The method as was used and described in previous

sections of this report assumed that the decision statistics were independent

and, therefore, can no longer be applied to this receiver. This subsection

derives the general expression of the joint density function of the decision

statistics of FH/MFSK receiver for L=1. We assume for our convenience in

writing this derivation that fM is transmitted.

197



J. S. LEE ASSOCIATES, INC.

For the single-hop case, we can write the decision variables as

S, xi
' i M ; i=1, 2,...,M, (5-13)

~Xi

where the xi have the pdf's

• (c) 1 --2 /2a2  xi >, 0, i = 1, 2,... ,M-1; (5-14a)

p (-) -- /2a2 I (p/°2)], >0. (5-14b)
xM 2a2

i
By letting Yi=  .= xk , the variables zi may be expressed by

0 . z1  = Y1/YM 1

0 Z2  = (Y2 - Y1)/YM -< 1

0 < zM.-1 (M-1 YM2)/yMt s 1

0< E = YM < G (5-15)

where 0 .y Y2 . YM- YM < 0 " -With manipulation of yi in terms of

-'-:. z. and c we obtain the transformation of variables

1i y Z 1

Y2 C(Zl_ + z2 )~for y . Y2 < Y3 <..- YM

i=1
fT. ~YM-1 il z

(5-16)
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with Jacobian

j= M-1 (5-17)

The pdf of the new variables is

p Z1 Z2 ,..., ZM_1) = M- 1 + Z2),... (5-18)

Since

Y ,..Y = Px(Y1, Y2-Y1, Y3-Y2,I-' YMM-_ )  (5-19)

the pdf in (5-18) can be expressed in terms of x by

(P, Zl Z2' ... I ZMl) = Px ,1 &Z2 ,... , M - z (5-20)

Substituting (5-14) into (5-20), we can write

Z1 z 2 ,... ZM ) : e V , [- z) j

(5-21)

" Finally, integrating with respect to & gives

%-P

Spz(zi, 92,...,I ZM 1) = e (M-1)! 1Fi M;1;P ( z), 0 < zi < 1. (5-22)

The total joint density function of the decision variables (including zM) can

noW be expressed as

0M
m(zi, e. (M-1)! 1F1( ZM( zi - (5-23)
z - . . =

where 6(.) is the Dirac delta function and

with probability 1-Y

p T' with probability -Y.
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Equation (5-23) completes the derivation of the general expression

of the pdf of the decision statistics of self-normalizing FH/MFSK receiver

for the single-hop case.

5.2.2 Error Probability for M-ary Case (L=1)

When L=1, the general expression for the joint density function

of the decision variables zi, i = 1, 2,...,M, assuming the signal is present

in channel 1, is

M )
p .(Z1 Z2,...,ZM) = e- (M-1)! IFI(M;I;pzl) zi - (5-25)

Using the expression in (5-11), the probability if making a correct decision

is. 1 Z1 Z1 MI

P s(c) = dzf dz2- dzM e-
p (M-1)1 1FI(M;1;pzl) zi - ) (5-26)

We can further substitute [22, p. 361

S xi - = ~ 0 du expju , (5-27)
.',,-= - ~ L i=1

5 .

* thus giving

Z 1 00
*5 P(c) dzl e-(Mv11)! iF,(M;l;pz)f dz2...f dzM Lf. du exp j0f,,, ,,,,zfo o ro z / ou

(5-28)
After rearranging, we have

001-

P C) f ~ 1zijzPs) dzl e-0 (M-1)! F,(M;I;pzl )  du e~ju (l 'z )  dze uz

0- (5-29)

or
10M-": o f-iu(,-z,, juz_

P5 (c) dz1 e-(M-1)! 1F,(M;l;pzl) du e I ju ) .

0 200 (5-30)
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Equation (5-30) can further be simplified with manipulation of the exponential

term in the inner integral. Thus,

1i~- c u zl eju(M1)z/2P s(c) = dzj e-p (M-1)! IF,(M;l;PZl) du e e

• - -- (5-31 1rj±;z1
0 -00

2 ju

Using Euler's identity, we have

1foI
P (c) f dzj e- p (M-1)! 1F,(M;l;pzl) du exp - (z M

sinM-1(uzl/2)

sn (u/2)M1 (5-32)

Making the change of variable w= uz, and simplifying terms, we then have

P (c) =fdz e-P (M-1)! 1F(M;1;pzl) z1 (M-2) dw exw/M+11 ]sinw/2M 1

0o -00

(5-33)

The inner integral can be written by its Fourier Transform pair in terms of

(M-1) convolutions of a-rectangular function and, therefore, the probability

of making a correct decision can be expressed for general M as
1

( =c dz z 2 e ' p (M-1)! F(M;l;pzlrect ... rect.
0

(M-1)-fold self-convolution

(5-34a)
where the rectangular function is defined by

i.? 1, - < t <

rect(t) 2
,0, elsewhere. (5-34b)
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To verify this, we show that when we set M=2 in (5-34a) the probability of ,

making a correct decision reduces to
*="

Ps(c) = dz z2-2 e p (2-1)! 1F,(2;1;pzi) rect - , (5-35)
0

where rect - Is 1 for - <Thus
rt(2- zL) 2 z 2-'

<, Z<z1

rect - = (5-36)
'0, el sewhere,

which determines the range of integration. This can further be simplified by

noting that iF1(2;1;pzl) = (1+pzj) exp(pzj). Thus,

Ps(c) = dzj e-p (1+pzj) exp(pzj) (5-37)

1/2

and, after evaluating the integral, (5-37) reduces to the conventional result

P(c) =- 1 e-p/2 (5-38)

For M=4, the probability of correct decision is

Ps(c) = dzj 6z2e'PlF1 (4;1;pzl) [rect(x) * rect(x) . rect(x)]
0(5-39)r where the convolution is to be evaluated with respect to the parameter x defined

by.

x - . (5-40)

The self-convolution of this rectangular pulse gives

7l2 8' 2 2
1 1

X2 f3(x)= -X2 +3/4, -1 < X <

1 3 9 i 3 (5-41a)
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and after substituting for x, we have

(16 8 z

5 1 11 1 1
f3(z

l) = z 2 z2 2 < z < 2
1

,L Z + ' < zl< 1. (5-41b)2i j1~ Z2I

When p=O, the probability of correct decision reduces to

1/3 112
Ps(c) =f 3(16Z2 8z, + 1)dzi + (30z, -6- 33z2) dz

1/ 4 1/l3

+j J \ 1  l1,2 ~

1
(5-42)

For general p, the probability of correct decision can be expressed, after

some algebraic manipulations, as

(c 1/4 P Z + (72p2 - 4p3) Z4 + (1p 3 - 36p2 + 144P z) I]'~ z

+ (I~ p2 - 72p + 48)z (9p 24)zl +3] -dz

'2 1/1

1/2
11 0 p3Z5 + (5p3 - 99 p2)Z4 + (45p2- p3 - 99p)Z3 + (90p 0,o2 - 33)Z2

I + (30-18p)zi - 6 e e-dzj
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[35+ ( [2~z -,,3)Z4 + 13 9P2 + p)Z3 +(p2 18p + 3)Z2

1/2

+ (9p - 6)zl + 3] e e-pdzl (5-43)

which reduces to

P(c)+ _ 1 e + ep e-p  (5-44)

The probability of symbol error is, therefore,

P(e) = e'(1 eP/2 - eP/3 + .eP/4) (5-45)

which is the same as probability of symbol error for the conventional 4-ary

*receiver for L=I. This illustrates the fact that the performance of the FH/MFSK

self-normalizing receiver is the same as that of the conventional receiver

for L=1, since, for this case, each decision variable is the conventional

decision variable normalized by same quantity.

5.3 PROBABILITY OF ERROR ANALYSIS FOR BINARY CASE

We have seen that the correlation of the decision variables has

o0 greatly complicated the task of obtaining the joint density function of the

decision variables. For M> 2 and more than one hop/symbol (L> 1), it is not

. evident how to obtain the joint pdf of the weighted and summed variables. In

order to find out how well this type of receiver performs in partial-band

jamming, we restrict our attention to the binary case (M=2), thus allowing a

slight modification of the receiver while maintaining equivalent performance.

. We also study the effects of including a quantizer and analyze the quantized

self-normalizing receiver when the square-law detectors are replaced with

linear detectors.

204
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5.3.1 Unquantized Binary System
4.'

The system model for the binary case is very similar to the model

for the general M-ary case which has been described in Section 5.1. The only

difference is that the two normalized detector samples are combined, as shown

in Figure 5-2, to obtain a single variable zk, given by

Zk Zlk " Z2k" (5-46)

For general L, the probability of bit error can be evaluated by

Pb(e;Y) -y Pr Zk< 0. jammed (5-47)
..'- =0 1k=1

The distribution we seek for L-1 is that of

Z = - = x A K2k IzI < 1. (5-48)
.Xlk X2k

Letting a = Xlk, a= X2k' and using the transformation of variables

z OL -1 v(1+ Z)z = (c - )/t+~ c = l(,z

or

v =+ 8 = 2-v(1- z), (5-49)

the joint pdf of z and v has the form

Pz,v (Z'V)= IJl PB (i,8)

P RP v(1 +z p 2 v(1 - z (5-50)

where p (a) and p (s) are the density functions defined in (5-14). Integrating

with respect to v gives the desired pdf
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ci

-pz(z) dv pzv(Z v)

-f P[1- v(1+ z)] v(1 -z) dv. (5-51) ]
The integral in (5-51) can be evaluated to give the desired pdf for L=1:

p(z ;p) .( ) expE.+ IZI < 1,(52

For L=2, pz (z;pp 2 ) can be obtained by direct convolution of (5-52) to

give

2(12) 3  e2+pz2 P1[-2P 2+P1(P1-P2) (i+ -

_Pi+P2z/2 Z
2+ e 2 01+02 (0-02) I+ , -2 < z < 0

2(e-2) 02P /2P-0P 2 -2pl02

,Z P z;Pl,P2) 
=  2( l- 2)

+ (P-P2) (oP2-P1P-0) .

-Pl+piz/2
-e Ip P-2plP 2

+ (i-2 )(p 2 -p2p+p2) 0 < z <2. (5-53)

Thus, the probability of bit error using (5-25) has the form, for L=1,

p b(e;y) 1e-PT/2  I 1"0N2
=Y-e + (1 - y)-e (5-54a)
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%i, and, for L = 2,

Pb(e;) = (1- y) 2 1 1 4 1 y2 1 ePT2 +PT

> ePT /2
.',' + 2y(1-. . _1.).3 1[1PN(PN" eT P O

+ ~ (P 2y( 2 2) 1T (IiP N- + PT)Je--,!

1N1+ 1 pe (5-54b)21[+2T(PN -PT ) + (ON + PT)

where

-= Eb/No;

y (Eib/N) (Eb/No)
PT =y Eb/NJ + Eb/No (5-55)

For L=3 and L=4, the pdf expressions are obtained by taking the

convolution involving (5-45) and (5-46). The final error probability expressions

are, however, quite cumbersome and involve many terms. Thus, a numerical

approach has been used. A computer listing for the calculation of the error

probabilities derived in this subsection is given in Appendix 5A for general L,

up to 4. The equations used in this program are given in Appendix 5B.

5.3.2 Binary System Employing Square-Law Detector and Quantizer

The system under consideration has the configuration illustrated in

Figure 5-3. The only difference between this receiver structure and the receiver

.-. illustrated in Figure 5-2 is that the discrete N-level quantizer, depicted in

Figure 5-4, is inserted before the accumulator. The threshold, n, may vary from

SFANJ0 to -; when n= 0, the N-level quantization becomes a two-level quantizer (hard-

limiter).
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The quantizer serves a dual purpose. First, it provides a stepping

stone towards a digital system, in which case the number of quantization levels

needed for minimizing the quantization error can be evaluated. Second, it

will be shown that, for L greater than one, there is an optimum threshold, n,

associated with N-level quantization; this optimum threshold minimizes the

quantization error and permits the performance of an unquantized receiver to

be approximated by that of one with a quantizer.

The input to the quantizer is a set of random variables {rk},

where

rk Xlk - 2k; k= 1, 2,...,L. (5-56).. Xl + Xk•
Al 2k

* It is quite obvious that rk may only have values between -1 and +1. The pdf

of rk has been evaluated in (5-52) and is given by

k/

-+TLk+TL exp Jul ,<lul

pr (upk) = (5-57)

10, elsewhere.

The characteristic of the quantizer is given by

a i 1 < rk < ai < z k = bi , i = 1, 2,...,N, (5-58a)

where

ao = -= (5-58b)

and

a N (5-58c)

* We may define the discrete probabilities

V. = PrlZ : bi ,

: Prlai_ 1 < rk < ail, i = 1, 2,..., N. (5-59)
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Since rk is limited by (-1,11, the discrete probabilities can then be

expressed as

Pr a < r < ai l, ai 1 > -1 and a. 1i-i k 1,,

Pr -1 < r k < ail, aiil <-l and ai < 1

V.
i Pri < rk < ai > -l and a > 1

Pr 1I< r < a1a < -1 and a. > 1;

i : 2, 3,..., N-i, (5-60a)

or, equivalently,

Vi  = PrImax(aiil,-l) < rk < min(ail)}; i = 2, 3,..., N-I, (5-60b)

and V, and VN can be separately determined., There are two separate cases to

consider: (1) when the threshold is less than one and (2) when the threshold

is greater than one. It is obvious that when the threshold n is greater or equal

to one, the discrete probabilities V, and VN are 0, since the random variables

rk do not take values in the ranges (q,-) and -

Using the density function of rk given in (5-57), we may write

-" 212B-6
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- # min(ai 'I)p ' "

•i~ l" 1 I+ k + 'k u exp-Ti + 
PkU du,

!;i: max (ai''l Si 2, 3,...,N-1

-n 1 1- ' + P\k k  e P k + k u ,

+ k +  k TU) exp( - TP dU-

-1 i= = ( -6 a

-0 wheren (5-61a)
0, i :N1

P "

or

i =2,3,.,-

A..

1 e_ ~k' [(in)e f] i =.l, n < 1
1 Y I (i -i)

1 (1 +n) e , i:N, n < 1

0 , 1 1 (5-61b)
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From the quantizer model, the step size is given by

q n (5-62)
N-2

and a. is given by1

a .. i + i)q, i = 1, 2,... ,N-1. (5-63)

Therefore ai may be expressed in terms of n as

ai = ( - +iN) , i = 1, 2,...,N-1, (5-64)2 1

which is a function of threshold n and level of quantization N. Having found

the discrete probabilities Vi , i = 1, 2,...,N, we may express the probability

density function of zk as

L (N-I) +1
p() V(L) 6(1-bi)  (5-65)z < P k  I

Zk i=1 6c-.

where VL) is the L-fold convolution of Vi , which can be obtained iteratively

by*

L =N (L-1)(N-1)+1

V- L)=Z Vi VL) (5-66)

i=1 j=1
i+j-l=k

For the no-jamming case (Je VL) is the L-fold convolution

of V. in (5-61) with all = N S/02 . Under this assumption, the optimum
1 k= N N

threshold is obtained. The usual method to determine the optimum threshold

that gives the minimum error probability is to differentiate the error

expression with respect to n, set the result equal to zero, and find the root

of the resulting equation. The probability of error expression for the

C. no-jamming case is

- *See Appendix 5F for an alternate formulation.
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L (N-i)
2

V (L) + for L(N-1) = even
k.. k 2 VL(N-1)+ 1

k=1 2
P Pb(e)Pbi) = L(N-1)+1

2

Z V(L) for L(N-1) = odd. (5-67)

k=1

When N is even (e.g., N=4, 8, 16, 32, 64, 128, 256, etc.), the probability

of error for the no-jamming case is

L(N-1)
2

Z L+ 1  for L even

k=1 2 +

Sb(e) =
L(N-1)+1

2

Z v(L) for L odd. (5-68)

krk=1

Since (5-68) is too complicated to differentiate with respect .

to n and solve the equation dPb(e)/dn 0 0, the optimization is done numerically

by searching for the minimum error probability while varying n. This is the

most appropriate choice since the analytical approach gets more involved

and tedious when L is large. When L=1 the analytical approach shows that the

I' error probability is independent of n and this is confirmed numerically.

Having obtained the set of optimum thresholds for different values of L and

N, we can proceed with the calculation of error performance under optimum

partial-band jamming.

Under partial-band noise jamming, the conditional error probability

for k hops jammed and (L-Z) hops unjammed takes the form of equation (5-68)

where the V ) are obtained by the L-fold convolution of Vi given in (5-61),

wherein the L-fold convolution is obtained as the i-fold convolution
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of Vi with Pk  PT convolved with the remaining (L-9)-fold convolution of

-i with Pk = PN The unconditional probability of error is then obtained by

averaging the conditional error probability over the possible jamming events.

Thus

L
* " be) = ( P belJ. hops jammed) (5-69a)

b~ .b Z.=0

or

L

Pb(e) = Z (L)Y (._Y)L-k Pb(eit hops jammed) (5-69b)
" , Z=0

since

-(-pt= Z 1 L (5-69c)

A listing of the computer program to perform the calculations

defined in this subsection is given in Appendix 5C.

5.3.3 Binary System Employing Linear-Law Detector and Quantizer

In Section 5.3.2 we analyzed the system given in Figure 5-3 where

the N-level quantizer was the point of discussion. This subsection will also

deal with an N-level quantizer and the receiver structure will be identical

to Figure 5-3 with only one exception: the squarers following the envelope

detectors are removed. This receiver structure is shown in Figure 5-5.

Since the difference between the receiver with square-law detector

and one with linear detector lies only in the pdf of the detector outputs,

we can avoid redundancy in our analysis by simply stating the differences

rather than repeating the derivation which has already been done in Section

5.3.2.
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We begin with the pdf of rk, which is derived in Appendi.x 5D,

given by (compared with (5-57) for the square-law detector)

(1-U2) (1U)2 exp P(-u)2  ,luI < 1
(I+u2) 2(1+u2) 2(1+u 2 )

rk (u( p
p u0O, elsewhere. (5-70)

The discrete probabilities Vi , i= 1, 2,...,N, can be expressed as

e-PA (-A+ 1) - e-PB (-B+ 1), i= 2, 3,...,N-1
(1% + n) (1+•)

1.. x 2(1 +n2)J 2(1 ni2)  ,1

*V. = n<l1 - exp -p _CI -n)21 1 _- (1 n) 2 ,i=N

I 2(1 n2)j 2(1 + T1).

0, i = I or i =N, and n > 1 (5-71a)

where A = [1-min(ai,1)]2/$2[1+min2(ai,1)] (5-71b)

B = 1- max (ai_, 1.-  / 12 [l + m a x2 (ai l  (5-71c)

and

_ ai = j+i N-2 (5-71d)

From this point on, the analysis follows the procedures in Section

5.3.2 starting with (5-62) and continuing through (5-69). Since the

difference between the square-law and linear-law detector is embedded in the

discrete probabilities Vi, i = 1, 2,...,N, the only modification involved in

the computer program is to replace the subroutine VALUE in the program

. contained in Appendix 5C (listing page 10) with the subroutine given in

Appendix 5E.
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5.4 NUMERICAL RESULTS FOR THE SELF-NORMALIZING RECEIVER

In this subsection, the performance of the self-normalizing

*0) receivers are presented for both wideband noise jamming (y=l) and optimum

partial-band jamming with Eb/No and Eb/NJ as parameters. We have selected

practical values of Eb/No such as 13.35 dB, 12.31 dB and 10.95 dB, for which
the probability of bit error becomes 10 - 5 , 10-4, and 10 -  respectively, under

jamming-free conditions for L=1 (i.e., no combining loss).

In the previous sections, we have obtained the expressions for

the probability of bit error of the L-hops/symbol self-normalizing FH/BFSK

receiver as a function of the jamming fraction, y. The most effective jamming

strategy is to distribute the total jamming power J (i.e., choose y) in such

a way as to cause the communicator to have maximum probability of error. We

will denote this optimum value of y by the symbol Yo. The usual method to

determine the optimum fraction of the band is to differentiate the error

probability expression with respect to y, set the result equal to zero, and

find the root of the resulting equation. The optimum y is the solution to

the equation

d = 0. (5-72)
Y=Y0

However, this approach is abandoned since the analytical solution leads to

practical method is a numerical and/or graphical search for the maximum error

.fprobability as a function of y.

5.4.1 Unquantized Self-Normalizing Receiver

Figures 5-6 through 5-9 show Pb(e) as a function of y for Eb/No = 13.35

dB and L=1, 2, 3, and 4, with Eb/NJ as parameter for M=2. As seen, the error

probabilities are unimodal functions of y. Observation of these unimodal curves
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shows that the optimum y decreases with increasing Eb/Nd. However, as we

can see, the optimum y is brought closer to 1 when L is increased.

Figures 5-10 through 5-12 show the maximum error probabilities

corresponding to the optimum y with L as a parameter for Eb/No= 13.35 dB,

12.31 dB, and 10.94 dB, respectively. From these figures, it is seen that

the cross-over behavior of the curves for different L under optimum jamming

is strongly influenced by the value of Eb/No. For example, in Figure 5-12

no cross-over takes place, but as Eb/No is increased, the cross-over behavior

becomes more pronounced. This is the same quasi-diversity behavior which

occurs for the clipper and AGC receivers discussed in Sections 3 and 4.

In Figures 5-13 and.5-15, we show the wideband jamming performances

of the self-normalizing receiver with L as a parameter for Eb/No = 13.35 dB,

12.31 dB, and 10.94 dB, respectively. The figures clearly show that as L

is increased, the performance degrades due to the noncoherent combining loss.

When Eb/NJ becomes very high, the optimum jamming (Figures 5-10 through 5-12)

and wideband jamming (Figures 5-13 through 5-15) performances for the self-

normalizing receiver approach the same asymptotic values for each L.

5.4.2 Quantized Self-Normalizing Receivers

*The effect of the number of quantization levels, N, on the optimum

threshold is shown in Figure 5-16 as a function of L. When L=1, the optimized

threshold is independent of the quantization level, which is expected, since

the quantization is applied at the output of the difference of the signal and

noise channels and, thus, no matter what threshold is used, the sum of all

4.. Vi, i = 1, 2,...,N/2, remains the same. When N increases, the optimum thres-

hold also increases and approaches 1 asymptotically. The plot of optimum

threshold vs. the number of quantization levels for a linear-law FH/BFSK

self-normalizing receiver is also shown in Figure 5-16 for comparison purposes.
.U.
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This plot suggests that the linear-law receiver requires a higher number

of quantization levels than the square-law receiver for the same threshold.

Figures 5-17 through 5-19 show a comparison of wideband jamming

performances of the quantized and unquantized versions of the square-law

FH/BFSK self-normalizing receiver for L=2, 4, and 6 with N as a parameter.
VIt is shwon that as N increases, the difference becomes smaller and for 32

levels of quantization, the difference becomes negligible; thus, it is

adequate to use an N=32 quantized receiver model to approximate the unquantized

performance.

Figures 5-20 through 5-22 show the same comparison for optimum

jamming performance. From these figures, N=32 is also adequate to achieve

negligible degradation for the square-law receiver with a quantizer for digital

implementation.

We have shown in earlier subsections that for L greater than 4,

the r',merical computation for the unquantized self-normalizing FH/BFSK receiver

"A employing a square-law detector becomes quite tedious and computation for L

beyond 4 was therefore abandoned. The quantized version, however, posed no

difficulties for any given L, and, thus, served as a computation tool since the

performance of the quantized version is an upper bound to the unquantized

performance. A program listing is provided in Appendix 5C so that the user

may run it for different values of L not given in this report or for variations

of other parameters such as Eb/No, Eb/NJ, N, nopt' etc.

Figures 5-23 through 5-26 show, for fixed values of L, the quantized

performance as a function of Eb/NJ with y as parameter. These curves indicate

that for L=1, wideband jamming (y=1) is optimum only for Eb/NJ less than 5 dB

and as L is increased, the range of Eb/N d for which y0=1 becomes wider and thus

the range of usefulness of partial-band jamming diminishes.
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* 5.4.3 Comparison of Linear-Law and Square-Law Receivers

It is well known that for the binary case there is no performance

difference between the linear-law receiver and the square-law receiver when

L=1. It is also true that there is no difference in performance when L=2.

This can be shown as follows. The bit error probability for the linear-law

case is

Pb(e) = Pr ¥ X2 X +
X11i 2  12  X2

= PrlXllX 1 2 < X21X22 1 (5-73)

and, for square-law case,

x2 _ 2 X2 2
Pb(e) = Pr 111 2 + X 2 < 0

: Pr xlxI12 < x2 1 x2 2. (5-74)

Both of these lead to the same error event, namely x1 1x12 < x 2 1x 2 2 . This

.- result has been confirmed numerically without using a quantizer. When a

discrete-level quantizer with N levels is included, both receivers approach

the same asymptote. It is interesting to note that the square-law receiver

approaches the asymptote at N=256.

When L is greater than 2, the exact analysis without quantizer for

the linear-law receiver is very involved. The linear-law results, then, rely

heavily on the performance of the linear-law receiver with quantizer. As an

example comparison between linear-law and square-law self-normalizing receive-s,

Table 5-1 shows that the linear-law receiver utilizing a 256-level quantizer

performs slightly worse than the square-law receiver employing a 64-level

-jantizer for L=4. However, it can be shown that the optimum threshold for the
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TABLE 5-1

BFSK/FH LINEAR-LAW RECEIVER WITH
SELF-NORMALIZATION AND 256-LEVEL QUANTIZER VS.

BFSK/FH SQUARE-LAW RECEIVER WITH SELF-NORMALIZATION AND
64-LEVEL QUANTIZER FOR 4 HOPS/BIT WITH Eb/No AS PARAMETER

LINEAR-LAW WITH SELF- SQUARE-LAW WITH SELF-NORMALIZATION
Eb/No NORM RALEIVZATION .b: (N=256 LEVELS) (N = 64 LEVELS)
(dB) OPTIMUM THRESHOLD BER OPTIMUM THRESHOLD BER

-5.0 0.514 0.464 x 100 0.965 0.464 x 100

0.0 0.514 0.391 x 100 0.965 0.391 x 100

5.0 0.517- 0.215 x 100 0.968 0.215 x 100

10.0 0.526 0.222 x 10-1 0.974 0.221 x 10-'

15.0 0.530 0.362 x 10- 5  0.977 0.350 x 10-5

/2
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linear-law receiver has not reached its final value yet, whereas the square-

law receiver has almost reached its maximum. This means that the quantization

error is still more significant for the linear-law receiver than the square-

law receiver under these conditions.
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6.0 COMPARISON OF ECCM RECEIVER PROCESSING SCHEMES

In the previous sections, we considered the exact performance

analyses and numerical results for four different types of FH/MFSK receiver:

the conventional square-law combining receiver and three nonlinear combining

receivers, including per-hop processing with a clipper (soft-limiter), with

AGC (Adaptive Gain Control), and with a self-normalizing scheme. The dis-

tinction between linear and nonlinear combining is based on the manner in which

the weighted sum is obtained for the decision statistics. Figure 6-1 shows

a generic FH/MFSK receiver model and Table 6-1 describes these four different

types of receivers. The clipper receiver modifies the standard FH/MFSK receiver

by inserting clippers prior to accumulating the square-law envelope detector

outputs. In the AGC receiver, the detector outputs are normalized by ideal

measurements of the received noise power on a per-hop basis. The self-

normalizing receiver uses the sum of the detector outputs for normalization

on each hop. These nonlinear combining techniques are designed to suppress

the jamming effects to enhance the receiver performance.

Our analyses of these FH/MFSK systems in the partial-band noise

jamming channel include the presence of the system's thermal noise and are based

on direct calculation for the error performances. This is in contrast to pre-

vious works, e.g. [9], [10], [11], which were mainly carried out by assuming

that the system's thermal noise was absent, and using a bounding technique (i.e.,

union bound) to obtain approximate results for M>2 . The specific interest in

the previous works was to obtain the bit error probability produced by the conven-

tional square-law linear combining receiver under worst-case partial-band jamming

and todetermine the role of the diversity (L) in combatting the jamming effects.

(Against fading, the use of L hops per symbol was known to be an optimum method

for improving the performance.)
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TABLE 6-1

DESCRIPTIONS OF THE RECEIVERS

I IS SIDE
RECEIVER SPECIFICATION OF INFORATION, JAkMMI NG STATE
TYPE zik fk (xk) i=1,2,. ..,M REMARKS USED IN DECISION?

LINEAR COMBINING Zik Xik Direct Connection No
RECEIVER (Linear Combining)

CLIPPER Xik, Xik .< n Soft Limiter
RECEIVER zik= ik(Nonlinear Combining) No

Sn, x ik > n

z =x /0
ik ik k

AGC Adaptive Gain Control
RECEIVER

(72, if not jammed No

02 (Nonlinear Combining)

):2+ G2 if jammed
N J'

(2 measured)

Sk

SELF-NORMALIZING zi Xik Practical Realization
RECEIVER k r Using No

.Xik of AGC

Si1 In-Band Measurements
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We may ask, "Can we obtain the performance measure of FH/MFSK

receivers by using a union bound?" For a set of M orthogonal waveforms,

applying the union bound to the bit error probability yields

P = 2(M) Ps(e)

iM (M-1 ) P2(e) = P2 (e). (6-1)

Here Pb(e) denotes bit error probability, Ps(e) denotes symbol error probability

4and P2 (e) denotes the error probability for a binary system. Figure 6-2, which

is based on the FH/BFSK linear combining receiver, shows the bit error probability

performance of FH/MFSK using the union bound. It was shown in the previous

*sections that for the different receiver types the exact analytical results gave

better error performance with increasing alphabet size, M. But in Figure 6-2,

the union bound to this FH/MFSK signaling is shown to give the erroneous

conclusion that performance degrades with increasing M.

A recent paper by Crepeau and McGregor [12] discloses that application

of the union bound to MFSK signaling on certain channels (worst-case partial-
band Gaussian jamming channel or the Rayleigh fading channel) where the

probability of error varies in an inverse linear fashion with Eb/No can lead to

*the erroneous conclusion that performance degrades with increasing M. The error

performance curves we observed in our FH/MFSK worst-case partial-band jamming

I analyses were linear. So the conclusion is that only exact analysis is sufficient

to evaluate FH/MFSK system performance.

Our previous exact analytical results for FH/BFSK systems including

the effects of thermal noise [11 show that the square-law linear combining

receiver is the least effective, as compared to two nonlinear combining receivers

1249
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(clipper receiver and AGC receiver), in demodulating the postulated waveform

- •in the worst-case partial-band noise jamming.

In this section, we compare the performances of three different types

of receiver (linear combining receiver, AGC receiver and clipper receiver) for

FH/MFSK signals in the worst-case (jammer's optimum) partial-band noise jamming

environment. These performance comparisons are shown for both linear-law and

square-law detectors.

6.1 COMPARISONS FOR SQUARE-LAW COMBINING RECEIVERS

Due to complexities in numerical computations of bit error probability

for the conventional linear combining receiver even with square-law detectors,

we compare the performances of only the square-law combining AGC receiver and

the square-law combining clipper receiver when L> 2.

6.1.1 Optimum Jamming Fraction

Figures 6-3 and 6-4 show the typical behavior of the optimum partial-

band jamming fraction, Yo, as a function of L, the number of hops/symbol, for

M=4 and M=8, respectively. It is seen that, in general, for both the AGC

receiver and the clipper receiver, the value of yo increases as L increases for

a given Eb/NJ. But for the AGC receiver the value of yo becomes equal to one

for small L. Thus generally the AGC receiver is vulnerable to wideband jamming,

while the clipper receiver is vulnerable to partial-band jamming.

6.1.2 Error Probability

Figures 6-5 through 6-7 show the performances of three different

square-law receivers (linear combining (Figures 6-5 and 6-6 only), clipper, and

AGC receivers) under worst-case partial-band noise jamming with M=8 as a

typical alphabet size for L=1, 2, and 4 hops/symbol, respectively. In Figure 6-5
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(single hop/symbol), it is observed that the dependence of the bit error

probability upon Eb/NJ is inverse linear. As the jammer power becomes weak

(Eb/NJ large), the bit error probability approaches that for thermal noise

only. We observe that to produce a certain bit error rate (say I03), Eb/N J

must be made lower (more jamming power) for the AGC and conventional receivers

than for the clipper receiver. In other words, these receivers are more

jammer-tolerant than the clipper receiver.

Throughout the range of Eb/NJ. the AGC receiver shows uniformly better

performance than the other receivers for each value of L. But we note that the

performance of the practical clipper receiver approaches that of the ideal AGC

* receiver for higher values of L. From the L=2 curves (Figure 6-6) we observe

that the conventional receiver's performance remains inverse linear as L is

increased from unity.

6.2 COMPARISONS FOR LINEAR-LAW COMBINING RECEIVERS

It was observed in the previous sections that there was very little

difference in performance between the square-law and the linear-law detector

schemes under worst-case partial-band noise jamming, with the linear-law case

performing slightly better. A general explanation for this effect is that the

envelope detector resembles a soft energy limiter which tends to suppress the

jammer power more strongly than the square-law detector.

In Figures 6-8 through 6-10, the performances of the linear-law

combining AGC receiver and the linear-law combining clipper receiver are

compared for M=8 as a typical alphabet size. The figures are almost identical to

the square-law comparison results

Foir both linear-law and square-law cases, the AGC receiver performs

uniformly better than the clipper (soft-limiting) receiver. However, the AGC

receiver model we analyzed is idealistic in the sense that perfect measurement
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of total noise power is assumed on each hop. Because of this ideal AGC

normalization, analysis of the performance of the AGC receiver is expected

to be useful as a lower bound on what might be realized in practice. On the

other hand, since the clipper receiver utilizes knowledge of the thermal noise

power only in setting its threshold independent of jamming information (side

- information), the clipper receiver could be considered a more desirable practical

design.

6.3 APPLICATION OF RESULTS TO ECCM RADIO SYSTEM DESIGN

The exact results which we have obtained for the error probabilities

of FH/MFSK receivers make possible a more comprehensive end-to-end analysis of

a complete ECCM radio system. As suggested by Figure 6-11, such a system has

several components to be designed, including error control coding, modulation,

demodulation, and decoding. For the class of MFSK waveforms which we have

considered, the modulation parameters include the symbol alphabet size M, the

number of hops (repetitions) per symbol (L), the hop rate Rh= lT = B, and the

total system bandwidth W. Our studies have concentrated on the performance of

the system against worst-case partial-band noise jamming in terms of these

parameters, and in the absence of any error control coding. In what follows

we describe how the results of our analysis of the AGC square-law FH/MFSK

receiver may be applied to specify the choice of L and tp estimate required

coding gain.

6.3.1 Selection of the Number of Hops/Symbol

It was shown in Section 4 that for given values of M, Eb/No, and

Eb/NJ, there is an optimum value of L for which the AGC receiver's error

probability is minimized. Except in the limiting case of no thermal noise,

this value of L is unity for very strong jamming (small Eb/NJ), and increases

as Eb/NJ increases up to a certain point, then decreases again to one as Eb/NJ
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approaches infinity. Thus, under worst-case partial-band jamming the effect

*" of L only partially resembles that of diversity in the fading channel, which

increases indefinitely with SNR. Still, we may construct an under-envelope of

a family of Pb(e) vs. Eb/NJ or Pb(e) vs. Eb/No curves for different L to obtain

a single optimum diversity curve, analogous to what is done in studies of fading.

For M=2, the under-envelopes of Pb(e) vs. Eb/NJ curves for several

fixed Eb/No can be combined to give Figure 6-12, showing that as Eb/No increases,

if the optimum L is used, the error probability under optimum partial-band jamming

can be made to approach within 2 dB of the ideal, unjammed performance. The

values of L are shown in the figure alongside their respective segments. Very

*. similar results hold for other values of M. In general, we may conclude from

this figure that the quasi-diversity L can be used to improve the jammed
' performance provided that Eb/N o is high enough. For example, a 10-3 error rate

- can be achieved for L from 1 to 5 if Eb/No is greater than 10.94 dB; the value

of L increases and the value of Eb/NJ for which this error rate occurs decreases

as Eb/No increases. Thus, the choice of L and the resulting tolerable level ..

of jamming are both tied to Eb/No.

6.3.2 Estimated Coding Gain Requirement

For a given maximum Pb(e) requirement, we can also interpret the

previous figure as follows: the horizontal distance between the ideal BFSK

curve and a particular Pb(e) vs. Eb/NJ curve represents (in dB) the amount of

SNR which has to be made up or regained in order to achieve the given error

rate. This concept is perhaps easier to understand if SNR is Eb/No rather than

Eb/NJ. In Figure 6-13, the same information as in Figure 6-12 is presented but

in the form of Pb(e) vs. Eb/No curves for fixed Eb/NJ and optimum L.

Since plotting Pb(e) vs. Eb/NJ for fixed Eb/No represents what happens .

when the jamming power is varied, plotting Pb(e) vs. Eb/No for fixed Eb/NJ corres-
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ponds physically to varying the thermal noise density rather than the trans-

mitter power, or else to a jammer which adjusts its power proportionately as

the signal power is varied. In any event, we can use Figure 6-13 to make an

estimate of (a) the amount of increase in signal power necessary to maintain

a fixed error rate while jammed, or (b) the amount of coding gain needed to

compensate for the Eb/No loss due to jamming, or (c) a combined number for

increased power and coding gain, since there are limits to what coding can

accomplish in this situation. The effective increases in Eb/N o which are
-1a.

necessary to maintain fixed error rates of 10-3 and 10- are given in Table

6-2 for M=2.
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TABLE 6-2

N. REQUIRED SNR COMPENSATION TO MAINTAIN ERROR RATE

PERFORMANCE OF FH/BFSK IN OPTIMUM PARTIAL-BAND NOISE JAMMING

-°I .

DESIRED Eb/N REQUIRED COMPENSATION

Pb(e) (dB) IN Eb/No L

,__.__(dB)

1 10 Not attainable -

13 17.1 5
10-3

15 5.9 4

17 2.9 3

20 1.7 2S
10 Not attainable -

13 Not attainable

10-5 15 Not attainable -

17 6.7 7

20 3.3 5

,e
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7.0 OPTIMUM JAMMING STRATEGY AGAINST MULTI-HOPS PER SYMBOL
FH/MFSK SPREAD-SPECTRUM SYSTEMS

In the previous sections, worst-case communication performances in

partial-band noise jamming were analyzed in terms of the exact bit error

probability expressions for different receiver types (linear combining

" receiver, clipper receiver, AGC receiver, and self-normalizing receiver).

The worst-case performances were determined by varying the partial-band fraction

y to find the maximum bit error probability for given values of the parameters

M, L, Eb/No, and Eb/NJ, i.e.

0

SPb(e;0, M, L, E '/No. Eb/NJ) = max Pb(e; y, M, L, Eb/No, Eb/NJ).

"', (7-1)

In the process of finding the worst-case communications performance,

we have in fact determined the specifications of an optimal partial-band

noise jammer in terms of y and the ratio Eb/NJ at the receiver. It is assumed

that the jammer's total power J as observed at the receiver s correctly placed

so as to lie entirely within the W Hz hopping system bandwidth. In general,

the jammer's optimum partial-band jamming fraction Yo is a different function

of M, L, Eb/No, and Eb/NJ for each receiver type:

o= YR(M, L, Eb/No, Eb/NJ) (7-2)

where the subscript R denotes receiver type.

In this section we consider how to apply what we have learned about

optimum jamming of FH/MFSK systems from the performance analyses to practical

aspects of jammer system design. First, we discuss some of the basic issues

affecting the selection of jamming parameters; then we assess the sensitivity

of the jammer's effectiveness to departures of these parameters from optimum
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values. Finally, we show how this information may be used to configure a

*conceptual jammer system design.

7.1 BASIC JAMMING SYSTEM CONSIDERATIONS

For the continuously emitted noise type of jamming we are studying,

there are two parameters under the jammer's direct control: y, the fraction

of the bandwidth W which is to be jammed; and J, the transmitted jamming

power. These two parameters are to be chosen so that at the receiver certain

values of y and Eb/NJ are achieved. Or, it may be the jammer has sufficient

power to opt for wideband jamming (y=l) and still be assured that the targeted

communications system is significantly degraded. The factors which are

involved may be classified as scenario-dependent and as receiver-dependent.

7.1.1 Scenario-Dependent Factors

In an electronic warfare environment the communicator and the

jammer have conflicting objectives. The objective of the communicator is to

utilize a communications waveform which achieves a low probability of intercept

(LPI) and to employ receiver processing which, if jammed as a result of the

signal's being detected, would mitigate the effects of the interference. The

FH/MFSK spread-spectrum (SS) waveforms are power efficient and therefore fulfill

LPI waveform design goals. To improve the degree of covertness, the designer

may employ a multi-hops/symbol strategy to further weaken the energy density

of the transmitted signal per hop. Two possible scenarios are depicted in

Figures 7-1 and 7-2. Figure 7-1 shows a communication link from a ground trans-

mitter to an airborne receiver, employing an FH/MFSK SS system, while Figure

7-2 depicts a satellite communication system using the same modulation format.

The classical way of viewing the interaction between communications

and jamming for spread spectrum systems is in terms of a power battle. The

269



co 
4

:I,

4k 4

0

0 INTERCEPTOR

TRANSMITTER

FIGURE 7-1 FREQUENCY HOPPING MFSK SPREAD-SPECTRUM LPI

COMMUNICATION IN EW ENVIRONMENT (GROUND-TO-
AIR COMMUNICATION LINK)

270



SATELLITE

INTERCEPTOR

TRANSMIT RECEIVE
TERMINAL TERMINAL

FIGURE 7-2 FREQUENCY HOPPING MFSK SPREAD-SPECTRUM LPI

COMMUNICATION IN EW ENVIRONMENT (GROUND-
SATELLITE-GROUND COMMUNICATION LINK)

'271

~271



J. S. LEE ASSOCIATES, INC.

received bit energy is

Es L L S L S0 GT
Eb = K h KE " =  K " T ' T " (7-3a)

where

Es = received symbol energy

Eh = received hop energy

L = number of hops per symbol
K = log2M = number of bits per symbol

S = received signal power (7-3b)

So = transmitted signal power*

GT = receiver antenna gain in direction of transmitter

RT = receiver-to-transmitter range

B = Rh = hop rate.

, The received jamming noise power spectral density is given by

i9 J0  G
N R (7-4a)

J -RJ

where

J = received jamer noise power

W = spread spectrum bandwidth

J0 = transmitted jammer noise power* (7-4b)

G = receiver antenna gain in direction of jammer

R = receiver-to-jammer range.
AJ

*EIRP in the direction of the receiver.
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Thus the received bit energy-to-jammer noise density ratio Eb/NJ is given

by

Eb L W S . W So R GT.:' - = - • = . . .. (7-5)
N K B J K B JO RT G'

and if we consider the requirement Eb/NJ > p, we obtain the equation

"" L W =SO T k. (7-6)
'. Rj < ..p K B o

If the dependence of GT and G on position is ignored, then (7-6)

describes a sphere inside of which EB/NJ > p for k< 1 and outside of which

Eb/NJ > p for k> 1. Figure 7-3 shows a section of the family of spheres for

different values of k. This type of display has been used to illustrate the

advantages of spread-spectrum systems in combatting wideband noise jamming.

For example, for conventional BFSK, L=K=I and W=B, if we ignore antenna

considerations, then the requirement Eb/NJ> 10 dB gives k = S0/10Jo, or, in

terms of allowable Jo/S 0 (jamming margin), k= 0.1/(Jo/So). A spread-spectrum

bandwidth W = 103B gives k= 100/(Jo/SO). In Figure 7-4 we see that effective

conventional (narrowband) communication is restricted to receivers near the

communications transmitter, while spread spectrum communication is effective

in this example everywhere except quite near the jammer.

In this type of analysis which leads to the traditional view of

spread spectrum system performance as illustrated by Figure 7-4, it is assumed

that the entire system bandwidth W is jammed and that received jamming power

is sufficiently large that thermal noise may be neglected. For these

assumptions it is reasonable to consider the bandwidth ratio W/B as a processing

gain. For partial-band jamming of frequency hopping systems, it might seem

reasonable to consider the processing gain to be the ratio yW/B, in which case
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the Eb/NJ = 10 dB contours are as shown in Figure 7-5, parametric on y for

W/B= 103 and S0/J0--1 (k=lOOy). As illustrated by the figure, the jammer

could overcome the wideband processing gain simply by making y smaller. However,

this interpretation is faulty because it does not take into account the hops

.: which are not jammed nor any receiver processing utilizing multiple hops per
symbol to make the decision. The notion of processing gain does not apply in

a straightforward way to partial-band jamming. Curves such as Figure 7-5

are useful, however, for depicting the geometry the jammer must take into
.

'.. account to achieve a given combination of y and Eb/NJ at the receiver..b
OThe jammer must estimate received signal and jamming noise powers;
-." this requires some knowledge of the relative locations of transmitter, receiver,

L-4

and jammer as well as transmitted signal power. In scenarios similar to

those shown in Figures 7-1 and 7-2, it may be reasonable for the jammer to

consider the signal power measured at his location to be within a few dB of

that at the intended receiver; in this case, the jammer-to-receiver distance,

propagation factors, and antenna characteristics are the information he requires

to correctly adjust his radiated power.

7.1.2 Receiver-Dependent Factors

It has been demonstrated in the analysis sections that the optimum

value of y is dependent upon the MFSK alphabet size M, the received signal bit

energy-to-thermal noise density ratio Eb/No, and the received signal bit-energy-

to-jamming noise density ratio Eb/NJ. Assuming that these parameters are known

or estimated, there still remains the dependency of y on L, the number of hops/

symbol, and the specific receiver type.

Depending on receiver type and L, the jammer may elect to perform

wideband jamming if sufficient power is available. The issue is well illustrated

by Figures 7-6 and 7-7. which are plots of the regions of (Eb/No, Eb/NJ) for
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which the optimum y becomes unity, for different values of L. Figure 7-6

shows for the clipper receiver and M=8 that the choice between partial-band

and wideband jamming is relatively insensitive to the value of Eb/No; as long

as the jammer has enough power to insure that Eb/NJ is less than some value

(a function of L), then wideband jamming is optimum.

In constrast, Figure 7-7 shows for the AGC receiver and M=8 that the

choice between partial-band and wideband jamming depends significantly on the

value of Eb/No for L>2. We observe that Yo for the AGC receiver becomes equal

to unity at a smaller amount of jamming power than for the clipper receiver.

The optimum value of y depends strongly on receiver type as a function of L.
For example, for M=8 and Eb/No = 9 .09 dB, in Figure 7-8 Yo is plotted vs. L for

different values of Eb/NJ for both the clipper and the AGC receivers. It is

evident that yo is more sensitive to L for the AGC receiver.

7.2 SENSITIVITY OF JAMMING EFFECTS TO ERRORS IN SELECTION OF
PARAMETERS

With the knowledge of the communicator's receiver type, the alphabet

size M, and the number of hops/symbol L through intelligence, the jammer's

optimum strategy is based on the probability of error expression as a function

of three parameters: the optimum fraction Yo, the bit energy-to-noise density

ratio Eb/No, and the bit energy-to-jamming noise density ratio Eb/NJ:

Pb(e) = Pb(e; Yo, Eb/No, Eb/NJ). (7-7)

Among the three parameters, let us assume the jammer knows the Eb/No value.

In some cases, the thermal noise density No (No= kT, where k is Boltzmann's

constant) is available to a jammer through intelligence. Then the error

probability expression only depends on the optimum fraction Yo and Eb/NJ

(mainly on the jamming power, J).
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Against a known receiver type, to design the best jammer, it is

worthwhile to investigate how departures from the optimum values of each of

the parameters yo and Eb/N affect the optimum partial-band noise jamming

b

performance. It is shown below that an acceptable tolerance in the jammed

BER can be maintained for achievable tolerances in y and Eb/NJ.

7.2.1 Sensitivity of the Jammed Error Rate to Yo

The optimum partial-band jamming fraction yo is the value of y for

which the probability of error is maximized for given values of Eb/No, Eb/NJ,

M, L, and receiver type. A typical example of the manner in which the error

rate depends on y is shown in Figure 7-9 for the AGC receiver with M=4, L=1,

and Eb/No = 10.61 dB. For each value of Eb/NJ shown in the figure, the error

rate is a unimodal function of Y. Because y is constrained to be in the interval

[O,1],forEb/NJ=0 dB the optimum y is taken to be Yo= 1 .

We may determine the sensitivity of the jammer's effect on the

receiver to an incorrect choice of y by the following method. Let the nominal

error rate be

4 Po = Pb(e; Yo, Eb/NJ, Eb/No, L, M); (7-8)

for example, in Figure 7-9 for Eb/NJ = 20 dB, P0 = 2.7 x I0
- 3 for yo= 1.4 x 10-2.

As shown in the figure, if we accept an achieved error rate of Po- AP, Pb(e).< Po,

[7 then for fixed Eb/NJ we can tolerate variations in y such that Yomin "  "< Y0max

A % Thus the sensitivity to Yo can be expressed as the percentage of variation in

-y for which a given relative performance degradation AP/P o is maintained.

Tables 7-1 and 7-2 give typical sensitivities of the jammed clipper

receiver's performance to yo for M=2 and M=8, respectively. The same information

for the AGC receiver is presented in Tables 7-3 and 7-4. Inspection of these

data reveals that for either receiver type, the jammer can accomplish nearly
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TABLE 7-1

SENSITIVITY OF JAMMED BER TO yo FOR THE

CLIPPER SQUARE-LAW RECEIVER (M=2)

L E/ EbNAP/P o = 10% AP/P o = 5%
L1 E b/No E b/AN Yo y'~a

(dB)* (dB) P0  omin Yomax Yomin Yomax

9.0(-2) 4.93(-2) 1.57(-1) 5.93(-2) 1.275(-1)

1 4 15 1.67(-2) (-45.2%) (74.4%)- (-34.1%) (41.7%)
10.9 3.0(-3) 8.32(-3) 1.37(-3) 5.77(-3)

30 1.46(-3) (177%) (-54.3%) (92.3%)

8.0(-2) 4.65(-2) 1.21(-1) 5.47(-2) 1.06(-1)
15 1.57(-2) (-41.9%) (51.3%) (-31.6%) (32.5%)

13.35

2.0(-3) 1.57(-3) 4.08(-3) 1.82(-3) 3.53(-3)
30 4.98(-4) (-21.5%) (104%) (-9%) (76.5%)

7.0(-1) 2.09(-1) 1.0 2.83(-l) 1.0

15 2.59(-2) (-70.1%) (42.9%) (-59.6%) (42.9%)
10.94 19 2.0(-2) 1.0 1.0j(-2) 1.0

30 6.89(-3) <1 (4900%) (-48.5%) (4900%)

1 4.0(-l) 2.52(-l) 9.2(-i) 2.89(-1) 7.08(-1)
15

13.35 7.0(-1) (-37%) (130%) (-27.8%) (77%)

9.0(-3) 3.05(-3) 4.37(-2) 4.3(-3) 2.18(-2)
30

2.3(-4) (-66.1%) (386%) (-52.2%) (142%)

*Eb/N o for L=1 BER's of 10- 3 (10.94 dB) and 10-5 (13.35 dB)

Note: a(-n) a x 10 n
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TABLE 7-2

SENSITIVITY OF JAMMED BER TO Yo FOR THE

CLIPPER SQUARE-LAW RECEIVER (M=8)

Eb./No E bA - AP/Po = 10% AP/P0 = 5%

(dB)* (dB) Po Yomin Yomax omin Yomax

4.11(-2) 2.4(-2) 7.25(-2) 2.76(-2) 6.2(-2)
15 1.03(-2) (-41.6%) (76.4%) (-32.8%) (50.9%)", 6.97

30 1.3(-3) 5.3(-3) 3.19(-3)

_____ 30 1.32(-3) <10 (308%) <10 (145%)

15 3.74(-2) 2.38(-2) 5.76(-2) 2.69(-2) 5.18(-2)
9.54(-3) (-36.4%) (54%) (-28.1%) (38.5%)

9.09
1.18(-3) 1.8(-3) 1.46(-3)

30 3.12(-4) <10-3 (52.5%) <10- (23.7%)

* 2.0(-1) 6.74(-2) 1.0 9.01(-2) 1.0
15 1.7(-2) (-66.3%) (400%) (-55.0%) (400%)

6.97
5.51(-3) 1.0 1.0

30 7.98(-3) <10 (18048%) <10-3 (18048%)

- . 4
1.33(-1) 7.75(-2) 2.56(-1) 8.99(-2) 2.07(-l)

15 2.36(-3) (-41.7%) (92.5%) (-32.4%) (55.6%)

9.09
3.31(-3) 1.0 1.22(-3) 1.61(-2)

30 2.22(-4) <10-3 (30111%) (-63.1%) (386%)

*Eb/No for L=1 BER's of 10- 3 (6.97 dB) and I0-5 (9.09 dB)

Note: a(-n) a x 10-
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TABLE 7-3

SENSITIVITY OF JAMMED BER TO yo FOR THE

AGC SQUARE-LAW RECEIVER (M=2)

E N EbAi y0AP/Po = 10% AP/Po 5%Eb/No Eb/NJ ______o 0%=5

L (dB)* (dB) Po Yomin oimax Yomin omax

1.0(-1) 5.3(-2) 1.76(-1) 6.4(-2) 1.38(-1)
15 1.51(-2) (-47.0%) (76%) (-36.0%) (38.0%)

10.94[

30 3.0(-3) <10-3 1.02(-2) 1.55(-3) 6.73(-3)

1 1.45(-3) (240%) (-48.3%) (124.3%)

8.0(-2) 4.62(-2) 1.25(-1) 5.48(-2) 1.09(-1)
15 1.29(-2) (-42.3%) (56.3%) (-31.5%) (36.3%)

3.0(-3) 1.56(-3) 4.22(-3) 1.79(-3) 3.64(-3)
30 4.12(-4) (-48%) (40.7%) (-40.3%) (21.3%)

1.0 0.62 7.79(-1)
" 15 2.6(-2) (-38.0%) 1.0 (-22.1%) 1.0

10.94
8.0(-1) 1.0 1.0"'30 7 7 -3 <10-3 <10-3
7.27(-3). (25%) (25%)

4
1.0 0.74 8.53(-1)

15 5.82(-3) (-26.0%) 1.0 (-14.7%) 1.0

-," 13.3513359.0(-2) 4.0(-3) 1.0 9.9(-3) 1.0

30 2.0(-4) (-95.6%) (1011%) (-89%) (1011%)

*Eb/N 0 for L=I BER's of 10
- 3 (10.§4 dB) and I0-5 (13.35 dB)

Note: a(-n) a x la
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TABLE 7-4

SENSITIVITY OF JAMMED BER TO yo FOR THE

AGC SQUARE-LAW RECEIVER (M=8)

Eb/No Eb/NJ 'yo AP/P = 10% AP/Po = 5%
L (dB)* (dB) P0  Yomin Yomax Yomin Yomax

4.71(-2) 2.68(-2) 8.5(-2) 3.18(-2) 7.04(-2)
15 8.75(-3) (-43.1%) (80.5%) (-32.5%) (49.5%)

6.97

30 1.49(-3) <10-3  6.77(-3) <10- 3  3.68(-3)

_..__1_ 1.25(-3) (354%) (147%)

3.77(-2) 2.38(-2) 5.94(-2) 2.78(-2) 5.17(-2)
90 15 7.04(-3) (-36.9%) (57.6%) (-26.3%) (37.1%)

1.19(-3) 1.85(-3) 1.52(-3)
30 2.32(-4) <10-3 (55.5%) <I0-3 (27.7%)

1.0 2.71(-1) 4.48(-1)
15 1.65(-2) (-72.9%) 1.0 (-55.2%) 1.0

6.97
1.0

30 8.12(-3) <10-3 1.0 <10 -3  1.0

4
, 9.72(-1) 2.82(-1) 1.0 3.8(-1) 1.0

9.09 1.45(-3) (-71%) (2.9%) (-60.9%) (2.9%)
2.35(-2) 1.0 1.07(-3) 1.0

': 30<I "

2.11(-4) (4155%) (-95.4%) (4155%)

*E/N o for L=1 BER's of 10-3 (6.97 dB) and 10"5 (9.09 dB)

Note: a(-n) a x 10-n
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optimum degradation of the receiver's performance for relatively wide ranges

of y about the optimum value, Yo. For L=1, on the average the range of accept-

able y, YOmax - Yomin' is about 1.6Yo for 10% variation from optimum Pb(e), and

about 0. 9y o for 5% variation. When L=4, the receiver type and the value of M

affect the sensitivities significantly, with acceptable y ranges generally larger

for the clipper receiver, when expressed in terms of Yo.

In Figures 7-10 (clipper receiver) and 7-11 (AGC receiver) the

acceptable ranges of Yo based upon 10% performance degradation are depicted

for different values of Eb/NJ with L as a parameter (L=1 and 4). In the figures,

the nominal Yo values are shown with solid lines, and the upper and lower limits

are depicted with dotted lines. For the single hop/symbol (L=1) case, the clipper

and AGC receiver results give similar ranges of acceptable y (±40%) for different

values of Eb/NJ.

For a higher L (L=4), the clipper receiver results show a symmetric

acceptable range of y for relatively strong jamming, but for weak jamming the

upper limit of yo goes to one. On the other hand, the AGC receiver for L=4 is

optimally jammed by wideband jamming (yo=l) for a greater range of Eb/NJ, and

4'. the range of acceptable y values becomes widely expanded for the whole range of

Eb/NJ. In the weak jamming region (high Eb/NJ), we note that it is difficult

- for the jammer to achieve the desired level of performance degradation and that

y has little effect; this explains the widely expanded acceptable range of y.

'. 7.2.2 Sensitivity of the Jammed Error Rate to Eb/NJ

For given Eb/No , L, M, and receiver type, the worst-case probability

of error is achieved by adjusting the partial-band jamming fraction y to be

some value yo= Yo(Eb/Nj), where Eb/NJ is estimated from the jammer's projections
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of what the effective signal and noise powers are at the receiver. Assuming

that Yo has been selected, what is the effect of having used an incorrect

value of Eb/NJ?

The dependence of Pb(e) upon Eb/NJ for fixed y and Eb/No is shown in

Figure 7-12 for a typical case (the AGC receiver for L=2, M=8, and Eb/No= 9 .09 dB).

We observe from the figure that if the jammer has set his transmitted power so

that Eb/NJ = so, then the error rate of the receiver is Po for some particular

Y= Yo. If Eb/NJ actually is less than 6o, then Pb(e)> Po and the jammer is

being more effective, although not as effective as if a different value of

y were used (except, of course, in the region yo=l). Therefore in discussing

sensitivity we are concerned with the event Eb/NJ > Bo for which Pb(e)= Po- LP< Po

for a given relative value of AP/Po, and (Po,ao) is the point of tangency with

* the optimum-y Pb(e) curve.

Tables 7-5 and 7-6 give values of amax for AP/Po= 10% for the clipper

and AGC receivers, respectively, when M=8 and L=1 and 4. These data reveal

that in general a wider range of Eb/NJ values is acceptable when L=4 than when

L=1, for the values of Eb/No selected. For the clipper receiver the tolerance*

on Eb/NJ is 0.3 to 0.5 dB for L=1 (7 to 12%), and 0.3 to 1.7 dB (7 to 48%) for

L=4. For the AGC receiver, the corresponding tolerances are more difficult to

summarize since for higher L, as we noted in Section 4, wideband jamming is

optimum; but for L=1, a 0.4 to 0.5 dB (10 to 12%) tolerance in Eb/NJ is accept-

able. Figures 7-13 and 7-14 show what we have called Bo and 8max as functions

of y.

*The tolerance is expressed as a percentage difference of amax and so as numeric

ratios, not as a percentage difference of decibels.
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FIGURE 7-12 PROBABILITY OF BIT ERROR VS. BIT ENERGY-TO-JAMMING

NOISE DENSITY RATIO FOR FH/MFSK (M=8) AGC RECEIVER

WITH L=2 HOPS/SYMBOL WHEN Eb/No=9.09 dB SHOWING
EFFECTS OF INCORRECT SETTING OF Eb/NJ
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TABLE 7-5

SENSITIVITY OF JAMMED BER TO Eb/NJ FOR

THE CLIPPER SQUARE-LAW RECEIVER (M=8)

AP/P o = 10%

L Eb/No Yo o =Eb/NJ Oax= Eb/NJ (dB) Omax- 0o

(dB)* (dB) max0

1.0 0 0.5 12.2

6.97 dB 0.1 10.36 10.76 9.6

0.01 20.0 ?0.5 12.2

1.0 0 0.36 8.64

9.09 dB 0.1 10.0 10.29 6.9

0.01 20.0 20.3 7.2

1.0 8.7 9.1 9.6

6.97 dB 0.1 19.29 21.0 48.3

4 _____ 0.01 25.71 **" 4

1.0 7.6 7.9 7.2

9.09 dB 0.1 16.43 16.86 10.4

0.01 25.0 26.0 25.9

*Eb/No for L=1 BER's of 10- 3 (6.97 dB) and 10-5 (9.09 dB)

**AP/Po is always < 10%
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TABLE 7-6

SENSITIVITY OF JAMMED BER TO Eb/NJ FOR

THE AGC SQUARE-LAW RECEIVER (M=8)

== 10%

E'" I NOio=EI Eb/N (B)max-0

L Eb/N Yo oEb/NJ max b (dB) max -  o (%)
(dB)* (dB) _o

1.0 0 0.5 12.2

6.97 dB 0.1 12.14 12.57 10.4

0.01 22.14 22.59 10.9

1.0 0 0.43 10.4

9.09 dB 0.1 10.21 10.63 10.2

0.01 20.71 21.16 10.9

1.0 26.7 **

6.97 dB 0.1 33.5 **

0.01 38.4 **4
1.0 14.6 14.9 7.2

9.09 dB 0.1 23.57 25.35 50.7

0.01 31.0 **

* Eb/No for L=I BER's of 10- 3 (6.97 dB) and 10-5 (9.09 dB).L * AP/P o is always < 10%

I
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A lower bound on amax can be derived for the AGC receiver. For

no thermal noise (Eb/No -)

;Po k/a L -Po (7-9)

then from this limiting case, since P0 > P ,
0 ,o

A' 1 iP (7-10)

To- L Pro

where a = 0max- 8o.

In conclusion we may say that although the tolerances on Eb/NJ are

smaller than those on y for acceptable jamming results, they are both of an

," order of magnitude which is realizable in practice.

7.3 CONCEPTUAL JAMMER SYSTEM DESIGN

Based on our analyses of the effects of optimum partial-band noise

jamming and on basic scenario-dependent and receiver-dependent jamming system

considerations, we now discuss the conceptual design of a real-time jammer

system. A block diagram of the elements of such a system is given in Figure

7-15.

In order to implement the jamming which analysis shows to be optimum,

certain parameters are required as inputs to the system. These parameters

can be categorized as either a priori or measured. Among the parameters which

are necessarily a priori because they cannot be measured in real time are L,

M, and NO; these are assumed to be known from intelligence. Measured parameters

include the system bandwidth, the hop rate, and the signal and jammer powers

at the receiver. The relative locations of the receiver and the communications

transmitter, together with knowledge of radiated power, antennas, and propagation

factors, are needed to determine the powers accurately. It has been shown that
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effective jamming can be performed with less than ideal parameters values, so

we assume that implementation of these measurements is feasible.

With the measured hop rate RH and the signal power S, we can estimate

the signal energy per bit Eb using

E S (7-11)
b R H log2M

Eb bb = RH

where Rb is the bit rate, M is the alphabet size and L is the number of hops/

symbol. The system thermal noise density No is also assumed to be available

to a jammer through intelligence. With knowledge of the system bandwidth W

and the jamming power J, the effective jamming noise power density Nj is

- expressed by NJ = J/W.

Using the values for Eb, No, and NJ, we are able to compute the bit

energy-to-thermal noise density ratio (E /No), and the bit energy-to-jamming
b

*i noise density ratio (Eb/NJ) upon which the optimum jamming fraction depends.

The optimum jammer design basically utilizes knowledge of the processing

scheme (or receiver type, M, and L), Eb/No, and Eb/NJ to determine the optimum

jamming fraction yo that the jammer can use with his limited jamming power to

.. victimize effectively the communication link.

The jammer design of Figure 7-15 assumes that matrices of yo values

are stored in memory. With knowledge of the required independent parameters

(receiver type, M, L, Eb/No, and Eb/NJ), the jammer may automatically look up

the value of yo from the memory. Figure 7-16 shows a flow di. .,, for such

a jammer control algorithm which can be used against the clipper and AGC

receivers. Considering possible limitations on memory size, it seems reasonable

to choose increments, for example, of 5 dB for tabulating Yo values as a function

of Eb/N J and using interpolation and extrapolation routines when required.

299



START

GET
INTELLIGENCE RECEIVER TYPE.

~JNJ

.M.L . , / AND No 0

S'-

ESTIMATE
MEASURE EbAND

(W IH , ANDEN.' Eb/NJ

R E E V N O

2-"..' .CLIPPER?/"

•"NO EI NO

5~*INTEGER/

• " INTERPOLATION

r*'"ALGORITHM LOOK UP

-"(WITH ADJACENT TO

DATA POINTS)

OUTPUT'-..
• .. 1,0 STOP

FIGURE 7-16 FLOW DIAGRAM OF OPTIMUM UNIVERSAL JAMMING
STRATEGY AGAINST L-HOPS/SYMBOL FH/MFSK
COMMUNICATION SYSTEMS

300



J. S. LEE ASSOCIATES, INC.

The amount of read-only memory (ROM) required for this look-up

table can be computed using the number of values for each input parameter

shown in Table 7-7. We assume that the values of Yo are stored as unsigned

binary floating-point numbers with an 8-bit exponent and a 24-bit fraction;

this is equivalent to 6 to 7 decimal digit accuracy. Thus each number requires

"- 32 bits of storage. From Table 7-7 we find that the total storage, in Kbits

(1K= 1024), needed for the look-up table is [32 x 3 x 5 x 6 x 5 x 11/10241

155 Kbits of ROM. If the data are organized as four 8-bit bytes at consecutive

memory addresses for each floating point number, then a 20K x 8 bit ROM would

suffice. As a practical design, this would be rounded up to a standard size

of 32K x 8 bits. This amount of memory is available as mask-programmed ROM

in a single 28-pin integrated circuit specified over the full military temperature

range with access times as low as 250 ns [20, p. 3787). One-chip PROM with this

capacity is available [20, p. 3767) but only in commercial temperature-range

devices. However two 16K x 8 bit PROMs, which are available in full military

temperature-range devices [20, p. 3767], would suffice. We conclude that there

is no difficulty in storing the look-up table for yo; indeed, finer resolution

in some parameters could even be accommodated with only a small increase in the

number of components in the hardware.
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TABLE 7-7

PARAMETERS FOR JAMMER MEMORY REQUIREMENTS

NUMBER OF
PARAMETER VALUES

Receiver Type 3

M 5

L 6

Eb/No (dB) 5

Eb/NJ (dB) 11
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8.0 ANALYSIS OF FH/MFSK ERROR RATE UNDER TONE JAMMING

In the previous sections we have been concerned with the effects

of partial-band noise jamming on FH/MFSK systems with multiple hops per symbol.

We now consider the situation in which the jammer chooses to employ tones or

sinusoids as his interfering signal. The term partial-band tone jamming may

be applied to the jamming wave form in the sense that a number of tones (q)

are placed relatively close to one another in some fraction of the hopping

system bandwidth (W).

The modelling and analysis of tone jamming differ from that of noise

jamming in several respects. Since the spectrum of the jamming waveform

using tones is discrete, the fraction of the band thus jammed is not generally

equal to the fraction of hopping slots jammed, y _ q/N, where N = W/B is

the number of hopping slots in the system bandwidth. For noise jamming we

assumed that all or none of the M symbol frequency slots were jammed because

of an unbroken spectral distribution of noise power in yW Hz, and neglecting

edge effects for hops that fall only partially into the jammed portion of

the band. For tone jamming, except for the special case of adjacent tones,

we must consider jamming events in which some of the M slots are jammed while

others are not. Another difference between noise and tone jamming is the

signal-like character of jamming tones and the possibility of phase can-

cellation of the communications signal. This possibility requires consideration

of the relative phase difference between the jamming tone and the signal in

our analysis, in addition to their respective powers.

In what follows we first formulate the bit error probability for

the FH/MFSK receiver for a general model of tone jamming, then consider

specific tone jamming models and give numerical results for the error proba-
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bilities for various parametric situations. For convenience we have selected

the conventional square-law linear combining FH/MFSK receiver shown in

Figure 8-1 for our analysis and calculations.

8.1 PROBABILITY OF ERROR UNDER TONE JAMMING

This section first states the assumptions used in our analysis

of the jamming and introduces the notation we have adopted. We then describe

the possible jamming events and derive the conditional probability of symbol

error for an arbitrary jamming event. Finally, the total probability of

error is expressed as the average of the conditonal probability of error

• over all jamming events.

8.1.1 General Tone Jamming Model

The FH/MFSK signal is assumed to be randomly hopped within a

system bandwidth W = NB, where B = RH = 1/T and RH is the hopping rate.

The M symbol frequencies are assumed to be spaced B Hz apart, so the M-ary

signal occupies one of M contiguous slots on each hop and there are N-M+1

possible hopping positions for the symbol. For L hops per symbol (L = 1, 2,...)

there are LM opportunities for the symbol to include a slot occupied by a

jamming tone.

The jammer is assumed to share J watts of power equally among q

tones (q = 1, 2,...,N), each of which is centered exactly in one of the N

available slots. Let the L hops for a given symbol be referred to individ-

ually by the index k (k = 1, 2,...,L). Then the jamming events for the

kth hop can be described in terms of which of the M symbol frequencies are

jammed, and which are not. In general there are 2M possibilities for a

given hop, which we may specify by the indicator vector

q 304
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= (vik, V2k, ... ,V9Mk) (8-1a)

where

nik 1 if symbol slot m is jammed on hop k (8-1b)
= 0 if not;

m= 1, 2, ..., M; k= 1, 2, ..., L.

Thus for the L hops together there are 2ML possible jamming events, and these

can be specified individually by the M x L indicator matrix v = [vmk].

Figure 8-2 gives an example jamming event pattern and the matrix correspond-

ing to it. Part (a) of the figure shows an FH/MFSK signal with M = 4 hopping

.'. within the N frequency slots L times for one symbol. In this example, the

information is shown to be conveyed by selection of the baseband frequency

f 3. and two jamming tones are postulated. The second hop is not jammed,

while the first, kth, and Lth hops are shown jammed because one of the symbol's

four slots has hopped into positions containing a jamming tone. After

dehopping, the situation is as shown in Figure 8-2(b). Certain time-frequency

slots contain noise only, certain ones contain the signal plus noise; certain

.- ': oneb contain jamming plus noise; and certain ones contain jamming, signal,

and noise. The use of the Vmk notation to describe what jamming event has

occurred is illustrated in part (c) of the figure; for the example,

V21= v3k = V4L : 1, while all the other v's are zero.

Using the Vmk notation, and assuming Without loss of generality

that the signal frequency is f = fl, the square-law envelope' detector samples

Zprk for the receiver of Figure 8-1 are

Z1k = OS Cos Ok+Vik rO cos01k + nclk)

(8-2a)

+ +(\2 sin ek + VikV 0Jo sin *ik + nslk) , m= 1
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,,and2 dZmk = (vkV/JOCOS 'mk + ncmk)

+ (Vmk sin mk + nsmk), m : 2, 3,..., M; (8-2b)

k 1,..., L,

where S is the signal power, Jo -J/q is the jamming power per tone, 0 is

the signal phase, € is the jamming tone phase, and nc and ns are quadrature

components of the thermal noise. The 2ML quadrature noise components are

independent and each is a zero-mean Gaussian random veriable with variance

2

8.1.2 Conditional Error Probabilities

For a given jamming event, described by the matrix v, the

square-law envelope detector samples Zmk are modeled as in (8-2). As in-

dicated in Figure 8-1, the symbol decision is based on selecting the largest

of the decision variables zm, m = 1, 2,..., M, where

L
z m L Zmk (8-3)

k=1

We observe that each Zk is a NoB times a noncentral chi-squared random

4 variable with two degrees of freedom and noncentrality parameter Xmk, whereCmk'

-:_'"'Xik - Nr 2S + 2vk J0 + 4vk cs k -(84a)

and

::i mk :2vmk do/0N m :a 2. (8-b

308



J. S. LEE ASSOCIATES, INC.

4.

In writing (8-4), we have used the fact thatv 2  = m Since the signal

and jammer phases in (8-4a) are unknown, we must regard Zik as conditionally

chi-squared, with random parameter xlk.

The decision variables, being sums of uniformly scaled chi-squared

random variables, are also a times noncentral chi-squared variables, with

2L degrees of freedom and noncentrality parameters

2 L
= 1 S + 10J0 + 2 "J Evik cos(ek -Ik (8-5a)

k=1

and

Am  
29m Jo/0 ", m >, 2; (8-5b)

where

L

im = .. m m = 1, 2,..., M. (8-6)

VE k=1

The quantity t m defined in (8-6) is the number of times in L hops that

symbol frequency slot m is jammed. The noncentrality parameter x, for

the signal channel given by (8-5a) may also be written as

2
,= 2 LS + k J0 + 2 /o 0(k)] (8-7)
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where the random variable (Zl) is the sum of 91 cosines of signal-jammer

phase differences. If k1=0, we define ;(O)=O. Thus the error probability

for a given jamming event depends only on the km' m = 1,2,..., M, or numbers

of hops jammed in each symbol frequency slot, rather than on the specific

pattern v.

Given the set of IM values x = (k1, k2,..., IM), the probability

of a symbol decision error is given by
-.

Ps(eI!) 1 - Pr{z1 > z2, z1 > z3 1,..., z1 > ZMN}

dcz M

1 -ofda p0 1 aIl) TF o dm Pz  (mlitm) (8-8)0m=2m

where Pm(.) is the probability density function for z.. For the nonsignal

slots,

pzr (%mI2m) N exp [ N ( + Im

.~~ IL_ 1 (¢X mlN

L, " -1 m N, m = 2,..., M. (8-9)

Their distribution functions are

F z(o) = d= () Pr{zm < a}

=P 2  --a ; 2L, M) (8-10)

a.."
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'5 1

w

where PX2(. ; , x) is the distribution function for a noncentral chi-squared

variable with P degrees of freedom and noncentrality parament X. Alternately,

we can use the expression

Fzm(: = - QL("m' /oN)' (8-11)

where QL (" ") is the generalized Q-function [25].

The pdf for the signal channel decision variable zi is

i.I F C pZ( jj

!.j

f f dx pz1(alti,x) pC(XIY) (8-12)

where the conditional pdf pZ1 (alt, x) is the chi-squared form given by

(8-9). The random variable c, being the sum of tj cosines of real arguments,

is bounded by ± LI; hence the integral in (8-12) is taken over this range.

For tj = 1, it can be shown [23, p. 133] that the pdf of (1) is

p (xIl) = 1 Ix1l, (8-13)

with characteristic function

(iI1) = dx ejlx p (xI1) = Jo(P). (8-14)
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'Thus for 9. > 1, in principle we can find the pdf of (tj) by taking the

inverse transform of the ith power of Jo(p):

p (xlii) f 2 e-jIx [JO(p)

00
,,f = p Cos Px [Jo(M] (8-15)

o0
where the second form follows from Euler's formula and the fact that Jo()

and the cosine are even functions and the sine is an odd function. The

?-.. calculation of this density function has been investigated by Slack [24].

4.- For the case of , = 2, (8-15) can be expressed in closed form as

(~Xjzj= 2) K (\V1- ) (8-16)

where K(k) is the complete elliptic integral of the first kind with modulus

k which may also be expressed in terms of the Gauss hypergeometric function

by the relation [4, eq. 17.2.19 and 17.3.9]

SL:'::. K(k) = - 2 F1 ( , ; 1; k2). (8-17)

* However, for ki > 2, an exact closed form is not available, and p (Xlzi)

is best obtained by numerical computation of (8-15) or repeated numerical

S. convolution of (8-13) with itself.

"C' * This result can be obtained from (8-15) by using an integral representation
of J9(x), as was donein [241, or more directly from the self-convolution of

,_ (8-13) using [2, eq. 3.152.10] to evaluate the convolution integral.
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Using (8-11) and (8-12), the conditional probability of symbol

error becomes

P_ (el_) 1 - d J dx p (czxi.i , x) p;(xI9 1)

0 k

M

* - L~"3 ' .'x/ci )] (8-18a)

with Xm given by (8-5b). We can write an alternate form, which is more

suitable for numeric computation, by noting that the result of the inner

integral in (8-18a) is itself a density function, and therefore integrates

to 1. This allows us to take the subtraction operation inside the outer

integral and write

gj N

Ps (el) = Idf dx Pz (alIi, x) p (x l1) -TT - QL ( x- h . •]
0' -X m=2-

(8-18b)

The form (8-18b) is more suitable for numeric computations because the onus

.. of computing many significant digits is removed from the entire double

integral and placed on only the generalized Q functions, for which a

reasonably efficient numerical algorithm is available [25). The final

transformation needed for actual numerical computations is achieved by

making the substitution y = a/c in (8-18b) to obtain the form

-(e dyfdx 32p (,2 yli x) p(xIt, ) - 1 -

If - m=2

(8-18c)
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Referring to (8-9) for the form of pz (.), we see that the form (8-18c)

removes all dependence on the noise variance 02 except for that embedded

in the signal-to-noise and jamming-to-noise ratios.

A further computational savings can be realized by taking advantage

of the fact that the forms given by (8-18) are invariant under a permutation

of the non-signal channel jamming events. If we re-order the parameters

X k 9 k = 2, 3,... ,.M, the result is unchanged. The physical interpretation

of this is that the error probability depends only on the fact that a non-

signal channel has a certain number of hops jammed, and not upon which specific

non-signal channel it is. To put it another way, all non-signal channels are

identical in their mechanism for influencing the decision.

8.1.3 Total Error Probability

"-. In terms of the error probabilities conditioned on jamming events,

the total symbol error probability is written
-.;

Ps (e) P s(eIR,) (8-19)

*"- where Ps(el _) is given by (8-18) and the jamming event probabilities IL(_)

are given by

L L Li( ' 2"' LMA = r vlk =1 ' vzk =92"' V mk--M

K=1 k=1 k=1

L

=PrZy, x!1 (8-20)
k=1
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The subscript L in the notation n1L emphasizes that these are jaming event

probabilities over L hops per symbol. From (8-18) and (8-5), we observe that

the symbol error probability depends directly upon several parameters:

v* P (e)= P (e; Sa , J , L, M). (8-21)
Idss N 0ON

SForM = we may identify the appropriate energy and bit-related parameters as

Ls E *h -L S(82)
No  K No K No (8-22a)

" S/2
Eb L = L S L N S_ (8-22b)

j X Nj K J/N K q 2

Thus the bit error probability is found from

P Eb Eb M)Pb(e) (e ; Y N' No' N L

M/2 P(e; K L 1. L, M). (8-23)

M-1 No' Y Eb/N J

In our numerical studies which follow, we are interested in how

Pb(e) varies as a function of Eb/NJ, with the other parameters held constant,

under several tone jamming models. Our attention is particularly directed

at determining whether the error rate under worst case tone jamming (the

maximum Pb(e) when y = q/N is varied) behaves like that for partial-band

noise jamming, and whether the number of hops per symbol L can be viewed as

a form of diversity in mitigating the effects of the jamming.
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8.1.4 Jamming Event Probabilities

The general expression (8-19) for the symbol error probability

requires the probability lL(.) of jamming event z, where

"_ = ( i, 2,..., M) .  (8-24)

The exact form of IL(& will depend upon how the jamming tones are distributed

over the band W, i.e. upon the specific jamming models which are discussed

in the next section. However, as we show below, if we know the probabilties

111(L) for L = 1 hop per symbol, then the probabilities IIL(L) for the general

.case of L hops per symbol may be computed without difficulty by using a

recursive technique.

Let !L1 denote a jamming event taken over a sequence of Lihops and

'LL2 denote a jamming event taken over a sequence 
of L2 hops. Then

Jl I= (i1, £2'' "eM  (8-25a)!L1 0 ,1 '. L, .. 2 9M (8-25a)

with

0 L'< L1, i = ,2..., M. (8-25b)

and

."L = (i, t,..., i) (8-26a)

.- : with

t0 < z < L2, i : 1, 2..., M. (8-26b)

The jamming event _L+L taken over the contatenated sequence of L, + L2

hops is described by
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= kL + 2

= (1 1 +z , + £ 2R2 + , . M + )

(0 z, " ) (8-27a)

where V" A i + i!% i 1, 2,..., M, and

0 < <L+ L2. (8-27b)

Consider a specific instance of the random jamming event IL + L2

say ( q, c,..., aM) where 0 < ai < Ll + L2 , i = 1, 2,...M. This event

may arise in many ways, for the ai jammed hops in the i-th channel may be

apportioned to the segments of length L1 and L2 in numerous ways, and each

channel i (i = 1, 2,..., M) is independently described. More specifically,

the number of ways that the ai jammed hops can be split between the two groups

of Ll and L2 hops, without regard to the specific order of the jammed hops

in each group, is 1 + min(i, Ll, L2). (See Appendix 8A for proof.) The

total number of ways that the event (ai, 2,...,I IM ) may arise, then, is

C 7 j 1 1 + min(ci, L1, L2)]. (8-28)
i=1

The probability of the event ( 1, a2,.. I aM ) is the sum of C terms

of the form Li (il, i2 .... iM) L(a,-il, ,X2 -i2 ,..., aM-iM) where

0 < ij < , j = 1, 2, ..., M. This probability may be expressed as

T1 (L O ct min(al, Ll) min(a LI) l . .l U' LI+L2(' " ' M)  E -"- * t L (i,.' M

i1=max(O, L2 -QI) iMmax(0, L2-aM)
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T, "1L2(O'J - i  m,- M 4)" (8-29)

In writing the limits of the summations in (8-29) we have taken into account

two conditions:

. • if ai > L2, then at least L2 - cI jammedhops must be
apportioned to the L1 hops, and

• if al > Li, then no more than LI jammed hops may be
apportioned to the Ll hops.

The form of each individual summation in (8-29) is that of a discrete con-

vol ution operation.

If we let Ll = L2 1 in (8-25)-(8-29), we see that knowledge

of R, is sufficient to obtain H12. Then with Li = 2 and L2 = 1 we can

obtain 13, etc., by repeated applications of (8-29). Therefore, in discussing

the particular jamming models in the next section, it will suffice to obtain

only HI(t) for each model. A numerical algorithm for computing the prob-

abilities R L(L) is outlined in Appendix 8B, and a listing of a computer

program implementing this algorithm is given in Appendix 8C.

For the special case of M = 2 (binary), the L-fold convolution

--. process may be reduced to a single summation. If the jamming event over

L hops is (El, '2) and if exactly k < min(i1 , 12) hops are such that both

channels are jammed, i.e. event (1,1), then there must be 11-k hops with

per-hop jamming event (1,0) and 92- k hops with per-hop jamming event (0,1).

Any hops left over must be per-hop jamming event (0,0). Since, furthermore,

the number of (0,1) hops plus the number of (1,0) hops cannot exceed the

total number of hops, if Z + E2 > L then k must be at least Z1+12-L.
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For each value of k, we must consider all possible sequences of hops giving

rise to the event (i, £2). This is equivalent to the problem of distribut-

ing 92 indistinguishable red balls and X2 indistinguishable black balls into

L urns such that each urn contains at most one red ball and at most one

black ball. The number of ways this can occur is

/L
=(k, l-k, X2-k, L-,l-, 2+k) (8-30)

where k is the number of urns containing both a red ball and a black ball

and the multinomial coefficient is defined as

a, b, c, d) = a!b!!d! a + b + c + d = L. (8-31)

Thus we can write the L-hop jamming event probability for the binary case as I
min(ijl, X&2) -k

L(] "2)= (k, zl-k, 12-k. L-.,l-.,2+k)
.. s£)k=max(0,k1+Z2-L) k

~(0,1) L(0,0). (8-32)

I.. This form of the expression for IIL(11, L2) has the advantage of permitting

direct evaluation for any L, Y, and 1 2 without need of large intermediate

. arrays, for the special case of M = 2.
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8.2 TONE JAMMING MODELS
4..-

The spectrum of the tone jamming waveform consists of a set of

discrete spectral lines. Unlike the partial-band noise jammer, a single

parameter is inadequate to describe the jammer fully, for we must specify

not only a span of frequencies between highest and lowest jammed frequencies

(which, alone, was adequate to characterize the noise jammer) but we must

also specify how the tones are distributed within the jammed band. This

additional freedom in specifying the jamming implies the potential for being

many different varieties of tone jamming models.

In the remainder of this section, we describe practical tone jam-

ming models. One common factor is present in all of these models: we

assume that the jamming tones coincide exactly in frequency with available

signal tone frequencies. This assumption is the same one as was made in

Section 8.1.1 to make the analysis more tractable. In addition to describing

each of the three models, we also formulate the one-hop jamming event prob-

abilities n 1 (i) for each model, since these quantities are required as

inputs to the analysis of Section 8.1.4. The models which we consider are

• randomly placed tones,

, evenly spaced tones (barrage jamming), and

" band multitone jamming.

8.2.1 Model 1: Randomly Placed Tones
-. ,

In this model, the jammer makes q equiprobable random selections,

without replacement, from the N hopping slots to determine where to place

his q jamming tones, with the constraint 1 < q < N. This model has also
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been called independent multitone jamming by some authors [13]. Figure 8-3

illustrates this jamming model.

This is the least constrained tone jamming model. On a given hop

the number of jamming tones falling within the M-ary symbol may range from

0 to M, and they may be distributed in any pattern within the M cells.

However, since the jammer has selected the cells to be jammed with

equal probability, the probability of any specific jamming event depends

only on the number of cells jammed, and not on the specific arrangement

of jammed cells among the M cells of the M-ary symbol.

Let the jamming event on a specific hop be denoted by

V (V 1 , V2 ,..., vM) where

= , kth filter unjammed

k,(1, kth filter jammed, k = 1, 2,..., M. (8-33)

The total number of filters containing jamming tones is

= M Vk (8-34)

Obviously, 0 < i < M. The probability n1(v) of the occurrence of jamming

event v is

-1(v1) = •q-L+1 N-q+y-I N-q+Z-2 N-qgM+I
N N-i "'"" N-z+I N- " N-z-1 ... N-M+1 (8-35a)
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or, more compactly,

Z M

T- T -k+ T N-k+l (8-35b)
k=l k=2t+l

which can also be written in the form

n1(v) k (N-M+1)M 
(8-35c)

where we have used the Pochhammer notation

(a)n = + , a J 0 (8-35d)

(O)n (8-35e)
1, n=0.

Several other equivalent formulations of the expression for lli(v) may be

written using relations between the Pochhammer notation and the binomial

coefficients. A selection of these alternative formulations is presented

in Appendix 8D.

8.2.2 Model 2: Barrage Jamming

Rather than randomly selecting the location for each jamming

tone, the jammer may choose to employ a more structured approach to distrib-

* uting the q available jamming tones over the N frequency hopping cells used

* by the communicaior. One such more structured approach is that which we

*" have called barrage jamming. The barrage jammer makes a random choice of

the location for the first jamming tones. The jammer then spaces the

remaining q-1 tones at intervals of n slots above or below the first tone,

as shown in Figure 8-4. This method of selecting the locations of the q
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available jamming tones gives the barrage jammer more control over how

many of the jamming tones will fall within a jammed M-ary symbol.

Let the total number of hopping slots available to the communi-

cator be N, each of which has a bandwidth of B Hz. The total spread spectrum

bandwidth then is W=NB Hz, and the fraction of the band jammed is y=q/N.

Since the jamming tones are spaced at intervals of n slots, the total

size of the jammed portion of the bandwidth is (q-1)nB+B Hz. The size must

not be greater than W if all jamming tones are to be effective against the

targeted communications system. Therefore, the number of tones which the

jammer may effectively employ is upper bounded by

q <N-1 + 1. (8-36)

- n

Assume that K of the available jamming tones hit the M-ary symbol cluster

on a given hop. The possible values of K are limited to

K < min q, [t + 11) (8-37)

where the notation Fxl denotes the smallest integer which is greater than

or equal to x. From (8-37), we observe that when n > M, the maximum number

of tones hitting the M-ary symbol cluster is one. This is the case where

the jammer wants to hit the M-ary symbol cluster with either exactly one

tone or none at all. Therefore, we need to consider only those cases for

' which 1 < n < M.

When no constraint is imposed on the distribution of the jamming

tones (as was the case for randomly located tones), the maximum number of

possible jamming events for a single hop is 2M  However, when the constraint

of evenly spaced jamming tones is imposed on the barrage jammer, th.e number

of possible events is 2M-(n-1). For large M, this is a significant reduction
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in the number of possible jamming events under barrage jamming, as compared

to randomly located jamming tones: the growth of the number of distinguish-

able jamming events is linear in M, rather than exponential in M. For example,

when M = 16, the distinguishable jamming events for randomly located tones

is 216 = 65,536, whereas for barrage jamming with n=1 for the spacing parameter,

there are only 2x16-(1-1) = 32 jamming events possible.

Assuming that the jamming tones do not occupy any of the hopping

slots within M slots of the upper and lower edges of the system bandwidth

W (i.e., there is room for a symbol to lie outside the jammed fraction of

the band on both sides of the portion of the band spanned by the jamming

tones), we determine the number H(K) of possible hopping positions at which

K of the M cells available to the communicator are jammed by the barrage

jammer with spacing parameter n. The algorithm for computing H(K) is given

by the flow diagram of Figure 8-5.

For jamming tones spaced at intervals of n hopping cells, there

are 2M-(n-1) = 2M-n+1 distinguishable jamming events under barrage jamming.

Using the algorithm given in Figure 8-5, we can compute the jamming event

probabilities 111(v) for various combinations of the parameters M and n

as a function of the quantities N and q. The results of numerical calcula-

tions of 1t(v) are given in Table 8-1 which lists all possible jamming

events and their associated probabilities for M=2, 4, and 8 and 1 < n < M.

In this table, the jamming-event vector _ = (a,b,c,...), where the elements

a, b, c, ... take on the values 0 or 1. If an event is not listed in the

table, then the associated probability is zero.
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TABLE 8-1
BARRAGE JAMMING EVENTS WITH NON-ZERO PROBABILITY FOR L=1 HOP/SYMBOL

(a) M=2, n=1 (b) M=2, n=2

4'a,b Pr(a,h) a,b Pr(a,b)

0,0 (N-q-2)/(N-1) 0,0 (N-2q-1)/(N-1)
0,1 1/(N-1) 0,1 q/(N-1)
1,0 1/(N-1) 1,0 q/(N-1)
1,1 (q-1)f(N-1)

(c) M=4, n=1 (d) M=4, n=2

a,b,c,d Pr(a,b,c,d) a,b,c,d Pr(a,b,c,d)

0,0,0,0 (N-q-6)/(N-3) 0,0,0,0 (N-2q-5)/(N-3)
0,0,0,1 1/(N-3) 0,0,0,1 1/(N-3)
0,0,1,1 1/(N-3) 0,0,1,0 1/(N-3)
O.. 01,1, 1/(N-3) 0,1,0,0 1/(N-3)
1,0,0,1 1/(N-3) 0,1,0,1 (q-1)f(N-3)
1,0,0,0 1/(N-3) 1,0,0,0 1/(N-3)
1,1,0,0 1/(N-3) 1,0,1,0 (q-1)/(N-3)
1,1,1,0 1/(N-3)
1,1,1,1 (q-3)/(N-3)

(e) M=4, n=3 (f) M=4, n=4

a,b,c,d Pr(a,b,c,d) a,b,c,d Pr(a,b,c,d)

0,0,0,0 (N-3q-4)/(N-3) 0,0,0,0 (N-4q-3)/(N-3)
0,0,0,1 1/(N-3) 0,0,0,1 qf(N-3)
0,0,1,0 q/(N-3) 0,0,1,0 q/(N-3)
0,1,0,0 q/(N-3) 0,1,0,0 q/(N-3)
1,0,0,0 1/(N-3) 1,0,0,0 q/(N-3)
1,0,0,1 (q-1)/(N-3)
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9. TABLE 8-1 (Cont.)

(g) M=8, n=1 (h) M=8, n=2

*a,b,c,d,e,f,g,h Pr(a,b,c,d,ef,q,h) a,b,cd,e,f,q,h Pr(a,b,c,d,e,f,q,h)

0,0,0,0,0,0,0,0 (N-q-14)/(N-7) 0,0,0,0,0,0,0,0 (N-2q-13)/(N-7)
0,0,0,0,0,0,0,1 1/(N-7) 0,0,0,0,0,0,0,1 1/(N-7)
0,0,0,0,0,0,1,1 1'/(N-7) 0,0,0,0,0,0,1,0 1/(N-7)

*0,0,0,0,0,1,1,1 1/(N-7) 0,0,0,0,0,1,0,1 1/(N-7)
0,0,0,0,1,1,1,1 1/(N-7) 0,0,0,0,1,0,1,0 1/(N-7)
0,0,0,1,1,1,1,1 1/(N-7) 0,0,0,1,0,1,0,1 1/(N-7)
0,0,1,1,1,1,1,1 1/(N-7) 0,0,1,0,1,0,1,0 1/(N-7)
0,1,1,1,1,1,1,1 1/(N-7) 0,1,0,0,0,0,0,0 1/(N-7)
1,0,0,0,0,0,0,0 1/(N-7) 0,1,0,1,0,0,0,0 1/(N-7)
1,1,0,0,0,0,0,0 1/(N-7) 0,1,0,1,0,1,0,0 1/(N-7)
1,1,1,0,0,0,0,0 1/(N-7) 0,1,0,1,0,1,0,1 (q-3I)/(N-7)

1,1:1:1:0.0:0:0 1/(N-7) 1:0:0:0:0:0:0:0 1/(N-7)
1,1,1,1,1,1,0,0 1/(N-7) 1,0,1,0,1,0,0,0 1/(N-7)

1,1,1,1,1,1,1,0 1/(N-7) 1,0,1,0,1,0,1,0 (q-3)/(N-7)
1,1,11,1,,1,1 (q-7)f(ti-7)

Mi M=8, n=3 ()M=8, n=4

a,b,c ,d,e,f,g,h Pr( a,b,c,d,e,f ,g ,h) a,b,c ,d ,e,f,g~h Pr( a,b,c,d,e,f,g,h)

0,0,0,0,0,0,0,0 (N-3q-12)/(N-7) 0,0,0,0,0,0,0,0 (N-4q-11)/(N-7)
*0,0,0,0,0,0,0,1 1/(N-7) 0,0,0,0,0,0,0,1 1/(N-7)
*0,0,0,0,0,0,1,0 1/(N-7) 0,0,0,0,0,0,1,0 1/(N-7)

0,0,0,0,0,1,0,0 1/(N-7) 0,0,0,0,0,1,0,0 1/(N-7)
0,0,0,0,1,0,0,1 1/(N-7) 0,0,0,0,1,0,0,0 1/(N-7)
0,0,0,1,0,0,1,0 1/(N-7) 0,0,0,1,0,0,0,0 1/(N-7)
0,0,1,0,0,0,0,0 1/(N-7) 0,0,0,1,0,0,0,1 (q-1)/(N-7)
0,0,1,0,0,1,0,0 (q-1)/(N-7) 0,0,1,0,0,0,0,0 1/(N-7)

0,1,0,0,1,0,0,1 1q/(N-7) 0,1,0,0,0,1,0,0 (q-1)/(N-7)
1,0,0,0,0,0,0,0 1/(N-7) 01,0,0,0,0,0,0 1/(N-7)

1,0,0,1,0,0,0,0 1/(N-7) 1,0,0,0,1,0,0,0 (1/(N-7)

1,0,0,1,0,0,1,0 (q-2)/(N-7)
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TABLE 8-1 (Concluded)

(k) M=8, n=5 (1) M=8, n=6

a,b ,c ,d,e,f,q ,h Pr( a,b ,c,d,e,f,g,h) a,b,c,d,e,f,.g,h Pr( a,bcd,e,f,q,h)

0,0,0,0q0,0,0,0 (N-5q-lO)/(N-7) 0,0,090,0,0,090 (N-6q-9)/(N-7)
0,0,0,0,0,0,0,1 1/(N-7) 0,0,0,0,0,0,0,1 1/(N-7)
0,0,0,0,0,0,1,0 1/(N-7) 0,090,0,0,0,1,0 11(N-7)
0,0,0,0,0,1,090 1/(N-7) 0,0,0,0,0,1,0,0 q/(N-7)
0,0,0,0,1,0,0,0 q/(N-7) 0,0,0,0,1,0,0,0 q/(N-7)
090,091,0,0,0,0 q/(N-7) 0,0,0,1,0,0,0,0 q/(N-7)
0,0,1,0,0,0,0,0 1/(N-7) 0,0,1,0,0,0,0,0 q/(N-7)

*0,0,190,0,0,0,1 (q-1)/(N-7) 0,1,0,0,0,0,0,0 1/(N-7)
0,1,0,0,0,0,0,0 1/(N-7) 0,1,0,0,0,0,0,1 (q-1)/(N-7)
0,1,0,0,O001,0 (q-1)/(N-7) 1,0,0,0,0,0,0,0 1/N-7)
1,0,0,0,0,0,0,0 1/(N-7) 1,0,0,0,0,0,1,0 (q-1)/(N-7)
1,0,0,0,0,1,0,0 (q-1)/(N-7)

(mn) M=8, n~=7 (n) M=8,, n=8

a,b,c,d,e,f,g,h Pr( a,b,c,d,e,f,g,h) a,b,c,d,e,f,gq,h Pr(ab,c,de,f,,g,h)

0,0,0,0,0,0,0,0 (t-7q-8)/(N-7) 0,0,0,0,0,0,0,0 (N-8q-7)/(N-7)
0,0,0,0,0,0,0,1 1/(N-7) 0,0,0,0,0,0,0,1 q/(N-7)
0,0,0,0,0,0,1,0 q/(N-7) 0,090,0,0,0,1,0 q/(N-7)
0,0,0,0,091,0,0 q/(N-7) 0,090,0,0,1,0,0 q/(N-7)
0,0,0,0,1,0,0,0 q/(N-7) 0,0909091,0,090 q/(N-7)
0,0,0,1,0,0,0,0 q/(N-7) 0,,,1,0,0,0,0 q/(N-7)
0,0,1,0,0,0,0,0 q/(N-7) 0,0,1,0,090,0,0 q/(N-7)
0,1,0,0,0,0,0,0 q/(N-7) 0,1,0,0,0,0,0,0 qf(N-7)

*1,0,0,0,0,0,0,0 11(N-7) 1,0,0,0,0,090,0 q/(N-7)
1,0,090,0,090,1 (q-1)/(N-7)
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8.2.3 Model 3: Band Multitone Jamming

The band multitone jammer, as defined by Levitt [13], distributes

the q available jamming tones over the communicator's spread bandwidth W in

such a way that the M-ary symbol bandwidth contains exactly n jamming tones*,

or none. This is illustrated in Figure 8-6. Implementation of this strategy,

in general, assumes that the frequency hopping system being jammed employs

, distinct non-overlapping M-ary bands and that the locations of these bands

are known to the jamer [13, 26, 27]. In this respect, we must modify our

earlier model of the spread spectrum system. For the communicator's

possible M-ary bands to be non-overlapping, there can be only N/M possible

hopping positions, and we are constrained to have N an integer multiple of

M, or equivalently to have W an integer multiple of MB.

The number of M-ary bands jammed by the band multitone jammer

is q/n, where each band contains exactly n jamming tones. Therefore the

probability that the M-ary band contains n jamming tones (without regard

to the arrangement of jammed and unjamed signalling frequencies within the

M-ary band) on a given hop is

Pr{jammed) =number of jammed bandstotal number of bands
_q/n
N/M

SqM (8-38)
Nn

and the probability that the M-ary band is unjammed is

Pr{unjammed) = 1 - Pr{jammed)

1 - NM . (8-39)Nn

* We emphasize that the parameter n defined here is quite different from

the parameter n for the barrage jamer.
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The n jamming tones in an M-ary band can be distributed over the. band (Mn)

ways. If we assume that each of these arrangements is equally probable,

then we have for band multitone jamming

M

Nn

i 1I1(v) : M

qM Z vi:n

Nn(M)n1=

0, otherwise (8-40)

where v = (v1, v2,..., VM), Vi{O, 1), i = 1,..., M, is a 1-hop jamming

event as defined in (8-1).

As an exception to the above discussion, we observe that band

multitone jamming with n = 1 tone per symbol band is equivalent to barrage

jamming with n = M cells spacing between tones. In this particular case,

overlapping hopping positions may be allowed when considering band multitone

jamming.

8.3 NUMERICAL RESULTS

We now turn our consideration to numerical evaluation of the bit

error probabilities for various combinations of M, L, and jamming models.

The equation for Pb(e) as a function of the various parameters is quite

complicated and involves two numerical integrations. Therefore, our first

concern is how to compute the probabilities in an efficient manner. After

discussing the computational procedures, we present and discuss the numerical

results obtained by these procedures.
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8.3.1 Computational Procedures!'p
As we see from (8-19), the computation of the total error probabiliity

requires us to average the conditional error probabilities over all jamming

events. For a system employing L hops/symbol with an alphabet of M symbols,

a jamming event is described by the M-tuple ( i, t2 ,--., . M) where

0 < i < L, i = 1, 2,..., M. The total number of possible jamming events,

then, is (L+1) M . As shown in Table 8-2, this number rapidly becomes

quite large as L and M increase. Of course, not all jamming events can

occur for the band multitone and barrage jamming models; but a computer

program would, at least, have to consider each event and determine if it

could occur. If the computer could test 100,000 events per second against

the criteria for having a non-zero n_), than for M = 16 and L = 6 it would

take 3.32 x 108 seconds = 10.5 years just to examine the list of jamming

events. Clearly, we cannot use such techniques for large L and/or M;

therefore, we restrict our attention to M< 8 and L < 3. Even then,

computer time considerations have led us to omit the case M=8, L=3 from

numerical examination.

In a second step towards reducing the computational load, we have

sought other expressions, either special cases or approximations, which may

be computed more efficiently. We have successfully used both special case

equations and approximations in obtaining numerical results.

8.3.1.1 Special Case Equations for L = 1 Hop/Symbol When
Thete Is Only One Jamming Tone in the Symbol Band

If we restrict our attention to one hop per symbol, the analysis

is greatly simplified. If we further confine our considerations to those
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TABLE 8-2

NUMBER OF JAMMING EVENTS AS A FUNCTION OF ALPHABET SIZE
AND NUMBER OF HOPS PER SYMBOL

L ALPHABET SIZE, M

2 HOPS/SYMBOL 4 8 16

1 4 16 256 65,536

2 9 81 6,561 43,046,721

3 16 256 65,536 4,294,967,296

4 25 625 390,625 152,587,890,625

5 36 1,296 1,679,616 2,821,109,907,456

6 49 2,401 5,764,801 33,232,930,569,601
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,-.jamming models which permit at most one jamming tone per M-ary symbol

(i.e. barrage jamming for n = M cells spacing, band multitone jamming

for n = 1 tone per cell, or any model for the special case of q 1

tone in the system bandwidth W), a closed-form solution is available

'A for the conditional error probabilities [14]. When the jamming tone

and the signal tone fall in the same filter,

Ps(e~jamming and signal in the same filter) =

ii-

sM- M+ m)A.,\

( m+ 1a2 (Mmm1IJ() N m+1 m+1 (8-41)
nm=1

and when the jamming tone and the signal fall into different filters,

Ps(ejjamming and signal in different filters) =

M-2

1 + ( )m+1 M-2) 1 exp[-m(m+2)b]

m=O

_ 41 - V2Wm Vib + 1 exp [-(a+b)] IO(2vi'b ) (8-42)

where

a m++ 21(~ (8-43)
N

andI ,S (8-44)
: (m+l)3(m+2)3
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For the case of no jamming tones in the M-ary band, the conditional error

probability is the conventional M-ary error probability [17, eq. 14-45]

M-11

Ps(eIO, 0..., 0) = (M+() ( 1 )m+ e
m m(m+l) ]" (8-45)

8.3.1.2 Approximation to Error-Rate Expression for General Jamming Model.

Although the forms obtained in (8-41)-(8-45) are easy to compute,

they cannot be applied to the general jamming models for all L. Therefore,

we have examined several approximations to the general form of the error

-" probability equation. As shown in Appendix 8E, we can approximate the density

of the signal-channel output by

i Pz (ajlk) = 2 2 ) IL-I(a;) (846)

where

a = 2 [K+YEbN)]• (8-47)

Using this approximate form in (8-8) yields the form

Ps(eL) f dy p1- [1- Q(;2 1-)] (8-48)

S0 m=2

in which only one integral remains to be done numerically. The elimination

of a numerical integral over the density of the signal-jammer phase differences

greatly simplifies the computational task, especially when one considers

that the phase-difference density itself must be computed by numerical

integration for L > 3 hops/synnbol.
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To assess the accuracy of this approximation, we show in Figure

8-7 a comparison of results obtained for M = 2, L = I hop/symbol, N = 2400

slots, and Eb/No = 13.3525 dBunder barrage jamming with spacing n = 2 slots.

In the figure the solid lines represent results computed using the result

(8-18) of the exact analysis and the dashed curves represent results obtained

using (8-46)- (8-48). We see that the agreement between the result from

the approximate form and the exact result is quite good for this case.

This gives us confidence that comparisons of jamming models using the approx-

imate form for efficiency will be valid.

8.3.2 Comparison of Jamming Models

Because of the large number of cases to be considered, we used

the approximate formulas (8-46)-(8-48) to compare the effectiveness of

the several jamming models under consideration. To keep the size of the

computational task within reasonable bounds, we also have restricted the

numerical comparisons to the case M = 2 and L = 1, 2, and 4. The computer

program for these calculations is given in Appendix 8F.

On the basis of these comparisons, we select the most effective

jamming models for further study using the exact formulation for the bit

error probability for higher values of M.S 8.3.2.1 Effects of Randomly Placed Jamming Tones

Figure 8-8 through 8-10 show the bit error probability as a function

of the bit energy-to-jamming density ratio for BFSK/FH with L = 1, 2, and 4

hops/bit, respectively, and the partial-band jamming fraction y = q/N as

a parameter. In the figures we have also shown in a dashed line the envelope

of the curves, which represents the optimum choice of y from the jammer's

12 viewpoint.

.
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RESULTS FOR TONE JAMMING
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From Figure 8-8 we note that all the curves, regardless of y,

approach 10 BER asymptotically for high values of Eb/NJ, as is expected

when the jamming becomes negligible. At the other extreme, the jamming becomes

* very strong and the curves approach another asymptote, which is predicted

by the form of the error rate expressions, as follows. If J >> S, then the

conditional error probabilites are approximately

Pb(elO, 0) = unjammed error probability = 10- (8-49a)

Pb(elO, 1) = 1 (8-49b)

Pb(ell, 0) = 0 (8-49c)

Pb(ell, 1) = 1/2 (8-49d)

since the signal is negligible compared to the jamming. Then from (8-19)

we have

Pb(e) = 10- 5 Hi(O, 0) + Ml(O, 1) + 1]ni(1, 1). (8-50)b 2
The first term of (8-50) is very small compared to the other terms as long

-5 -5
as I1(O, 1) >> 10-5 and Inl(l, 1) >> 10- , and thus we may write

Pb(e) R1(0, 1) + I nl(i, 1). (8-51)
b 2

Similar asymptotic behavior is seen in Figures 8-9 and 8-10 for L = 2

and L = 4 hops/bit, respectively. In these figures the asymptote in the

thermal-noise-limited region (high Eb/Nj) is greater than 10- , due to

noncoherent combining loss, as was discussed in Section 2.1.2. In the jamming-

limited region (low Eb/Nj), the asymptote may be obtained in a manner similar

to (8-49) and (8-50) using the n L(t) as appropriate and assuming that
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01 L1 > Z

Pb(ej£1, t2) , = t2

1, Li < t2. (8-52)

The effect of independent multitone jamming, i.e. randomly placed

-_5 jamming tones, is summarized in Figure 8-11 which shows the optimum jamming

fraction envelopes from Figures 8-8 through 8-10 on a common plot. We

observe that increasing L consistently degrades the communications link.

This is due to a combination of two factors. First, the noncoherent com-

bining loss degrades the link, even in the absence of jamming. Second,

the multiple hops give additional opportunities for the signal to hop into

*... the jammed part of the band and suffer degradation from a strong jamming

tone.

In Figures 8-8 through 8-11, we note that the optimum-y curve merges

with the Y = 1/N curve, since physically there can be only an integer

number of jamming tones. Once the optimum value of y reaches 1/N, it can

decrease no further.

8.3.2.2 Effects of Barrage Jamming

For the case of BFSK/FH, i.e. M 2, we have two variations on

the barrage jamming model, as pointed out in Section 8.2.2, for the tone-

,T  spacing parameter n = 1 and n = 2. Each of these cases is discussed separately.

For spacing n = 1, i.e. the q tones are located in a group of q

contiguous slots, the bit error performance of the communicator's link is

shown in Figures 8-12 through 8-14 for L = 1, L = 2, and L = 4 hops/bit,

,.r respectively. Again, we have taken the jamming fraction y as a parameter.

We observe from these curves that the optimum- y envelope does not exhibit
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the straight-line behavior that is seen in the case of independent multi-tone

jamming. This is due to the different values of EL(_) for barrage jamming

with n = 1, notably a significantly larger value of n1(1, 1) and small

values of nl(l, 0) and nl(O, 1).

Figure 8-15 summarizes the effects of barrage jamming with spacing

n = 1 for several values of L. Again we see that increasing L cannot reduce

the error rate if the jammer optimizes his fraction y for the value of L

the communicator uses.

Figures 8-16 through 8-18 show the effects of barrage jamming

'. when the tone-spacing parameter is n = 1 for L = 1, L = 2, and L = 4 hops/bit,

respectively. We note a dramatic difference between these figures and those

for n = 1. Now the optimum-y envelope again exhibits a linear behavior.

This can be explained by the change in jamming event probabilities when the

tones are located in every other cell, rather than contiguously. Now

nl(1, 1) = 0 and HI(O, 1) and iin(1, 0) are the predominantly occurring jamming

events.

For the spacing parameter n = 2 we have a minimum y = 2/2400,

since the spacing cannot be defined if there are fewer than two tones.

Also, the maximum value of y is now 0.5, since every other slot must be

unjammed, by definition, when n = 2 for barrage jamming, and at most N/2

tones can be placed in the N hopping slots.

Figure 8-19 summarizes the effects of barrage jamming with n 2.

In this figure we plot the optimum-y envelope with L = 1, L = 2, and

L = 4 as a parameter. Again, we see that increasing L generally degrades
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the communicator's performance if the jammer can optimize the jamming strategy

for the value of L selected by the communicator. However, for extremely

strong jamming some improvement occurs for L = 2 hops/bit due to a limited

form of quasi-diversity action. However when L is increased to 4, the

combining loss increases and performance degrades relative to L = 2.

8.3.2.3 Effects of Band Multitone Jamming

For the band multitone jamming model, we again have two variations.

As discussed in Section 8.2.3, we may have n = 1 tone per jammed signal

band or n = 2 tones per signal band when M = 2. We consider each case

separately.

Figures 8-20 through 8-22 show the effects of band multitone jamming

with n = 1 tone per symbol band on BFSK/FH with jamming fraction y as a

parameter for L = 1, L = 2, and L = 4 hops/bit, respectively. As before,

* we also show the optimum- y envelope. Here we again see the linear behavior

of the optimum- y curve. A summary curve, constructed as we did for the

* previous models, is shown in Figure 8-23. As was the case for barrage jamming

with n = 2, we see a limited form of quasi-diversity improvement for very

*strong jamming, although noncoherent combining loss prevents increase of L

from 2 to 4 from attaining a net improvement.

We note that for band multitone jamming with n = I the minimum

realizable value of y is y = 1/2400 when just one tone is emitted by the

jammer. The maximum value is y = 0.5, since one filter in each possible

hopping band remains unjammed.

The effects of band multitone jamming when there are n = 2 jamming

tones per binary symbol band are shown in Figures 8-24 through 8-26 for

L = 1, L = 2, and L = 4 hops/bit, respectively, with the fraction y as a

parameter. Here the minimum value of y is 2/2400, since the model requires
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at least 2 jamming tones in one hopping band. The maximum value is y = 1.0.

Figure 8-27 summarizes the optimum-y envelopes from Figures 8-24 through

; 8-26. Here we do not observe any quasi-diversity action for very low Eb/NJ.

This is attributable to the difference in the system model required to make

band multitone jamming realizable, namely nonoverlapping hopping positions,

'" and to the lack of any jamming events under which the jamming tones might

aid the correct decision (i.e., nl(l, 0)-- n(O 1) =0).

8.3.2.4 Summary of the Effects of the Different Jamming Models

In Figures 8-28 through 8-30 we collect together the optimum-y

envelopes for the five tone jamming models for L = 1, L = 2, and L = 4,

respectively. We also have plotted the results for optimum partial-band

noise jamming for comparison. We see from these curves that over much of

the range of Eb/NJ the independent multitone (or randomly placed tones),

barrage with spacing n = 2 slots, and band multitone with n = 1 tone per

symbol band jammers are equally effective as the optimum jammer (from the

jammer's viewpoint), regardless of L. The barrage jammer with n = 1 slot

spacing and the band multitone jammer with n = 2 tones per symbol band are

not effective jamming strategies.

'- We see that partial-band noise jamming, over most of the range

I of Eb/NJ, is not quite as effective as the optimum tone jamming strategies;

however the difference in effectiveness is not so great as to rule out

partial-band noise jamming if its hardware simplicity is desired. The

apparent superiority of partial-band noise jamming at high values of Eb/NJ

. is a result of a slight difference in our analytical constraints for the

"5 case of partial-band noise jamming. When we determined the optimum jamming

fraction for the case of partial-band noise jamming, we did not impose any
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constraint on how small I was allowed to become. If we refer back to Figure

2-26, for example, we see that for Eb/NJ = 30dB that Yo = 4.5 x 10 -; for

higher values of Eb/NJ our optimization procedure allowed Yo to approach

arbitrarily close to zero. If we were to impose a constraint that

-y > MB/W = M/N on the partial-band noise optimization process, we would

find that the curves would fall off rapidly, as do the tone jamming curves,

when Eb/NJ increases and the apparent superiority of partial-band noise

jamming in this region is likely to disappear.

In conclusion, we have found that the optimum tone jamming strategy

against an L-hops/symbol MFSK/FH system is either barrage jamming with

spacing between tones of n = M, or the essentially equivalent form of band

multitone jamming with n = 1 jamming tone per M-ary symbol band.

8.3.3 Results for Worst-Case Tone Jamming

Based on the approximate error rate equation given by (8-46)-

(8-48), we have identified the worst-case (from the communicator's viewpoint)

tone jamming against MFSK/FH as barrage jamming with the tone spacing n = M

or band multitone jamming with n = 1 tone per M-ary symbol band. We now

concentrate our attention on this worst-case jamming using the barrage (n = M)

model for further analysis using the exact form of the error rate equations

from (8-18) and (8-19). We also, for the sake of computational efficiency,

have made use of the special-case equations (8-41)-(8-45) when L = 1 hop/

symbol. The computer programs used are given in Appendix 8G (special-case

equations) and Appendix 8H (general form).

As a typical example of a practical MFSK/FH system, we have selected

a system using N = 2400 hopping frequencies. We have also chosen to use

those values of Eb/No for which an ideal MFSK system will achieve Pb(e) = 10"s
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in the absence of jamming. These values of Eb/No are summarized in Table

8-3 for the values of M we have considered.

With regard to the jamming fraction y = q/N, we have computed

results for 7 values of y. Six values, as summarized in Table 8-4. are

'.4 common to all values of M considered. The seventh value is y = 1/M, which

is the maximum realizable value for barrage jamming with tone spacing n = M.

The three smallest values of Y show the effects of the discrete nature of

tone jamming on the curve of optimum jamming performance, while the remaining

values permit us to draw a smoothed approximation to the optimum jamming

curve without the necessity of computing 2400/M individual curves.

Figures 8-31 through 8-33 plot the numerical results obtained for

M = 2 and L = 1, L= 2, and L = 3 hops/symbol, respectively. Figure 8-34

summarizes the results for M =2 by combining in one graph the worst case

(jammer's optimum) performance curves from Figures 8-31 through 8-32. We

-observe from these curves that the jammer must choose the correct number of

jamming tones carefully, for an incorrect choice (i.e. y X y opt) may result

in a lessening of the jamming effectiveness by more than an order of mag-

nitude. The importance of the correct choice of the number of tones is

especially important when the optimum number is small. For example, from

. Figure 8-32 we see that incorrectly choosing 12 tones instead of 3 tones

when Eb/NJ = 27.5 dB degrades the jamming effectiveness by nearly an order

of magnitude--communicator's BER under the choice of 3 jamming tones is

2.1 x 10- , whereas if the jammer uses 12 tones the communicator's BER is

only 3.8 x 10 - .

From the summary curves in Figures 8-34, we observe that over
most of the range of Eb/Nj, there is a degradation of performance as L increases.

This is due to the noncoherent combining loss (see Section 2.1.2 for dis-
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TABLE 8-3

BIT ENERGY-TO-THERMAL NOISE RATIOS FOR WHICH IDEAL

MFSK HAS Pb(e) = 10-' IN THE ABSENCE OF JAMMING

. Eb/No

2 13.3525 dB

4 10.6065 dB

8 9.0939 dB
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TABLE 8-4

SUMMARY OF PARTIAL-BAND JAMMING FRACTIONS

USED IN NUMERICAL COMPUTATIONS

FRACTION NUMBER OF JAMMING TONES
, Y _ __ _

1/2400 4.16667 x 10 1

- 2/2400 = 8.33333 x 10 2

3/2400 = 0.00125 3

0.005 12

0.01 24

0.1 240

1/M 2400/M

.37

.5

.5.37

5-.
,

.5.
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cussion of this topic). However, for Eb/No less than about 3.2 dB, a limited

amount of a quasi-diversity improvement is noted when L increases from I to

2. The limited amount of improvement thus available is clearly shown by

the fact that increasing L from 2 to 3 does not yield further improvement,

but rather degrades the performance. In any event, this area is of little

practical significance, since the bit error probability exceeds 0.25 regard-

less of the number of hops per symbol.

Figures 8-35 through 8-37 show the performance of the MFSK/FH

system when M = 4 with L = 1, L = 2, and L = 3 hops/symbol, respectively.

The optimum jamming ,curves for M = 4 are summarized in Figure 8-38. Again

we see that the noncoherent combining loss prevents any realization of any

quasi-diversity gain, except at very low Eb/NJ. less than about 3 dB. In

the case of M = 4, we note that there is a region where L = 3 hops/symbol

performs marginallybetter (about 3% lower BER) than L = 2, but this is in

the region where Pb(e) = 0.4.

Figures 8-39 and 8-40 show the performance of the MFSK/FH system

when M = 8 with L = 1 and L = 2 hops/symbol, respectively. Because of the

-: rapid growth of computational time with M and L, we have omitted the case

L = 3, M = 8 from our numerical results. Figure 8-41 summarizes the optimum

jamming curves for the two values of L. Again, we-see similar behavior

with higher values of L giving an advantage only for low Eb/NJ.

Finally, Figures 8-42 and 8-43 compare the performance of the

tone jamming for different values of M when L = 1 and L = 2 hops/symbol,

respectively. The figures also show in dashed lines the corresponding

performance curves for optimum partial-band noise jamming. We observe that

over most of the range of Eb/NJ the barrage tone jamming with tone spacing

n = M frequency cells is a more effective jamming strategy than partial-
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FIGURE 8-36 BIT ERROR PROBABILITY VS. BIT ENERGY-TO-JAMMING
* DENSITY RATIO WITH JAMMING FRACTION Y AS A

PARAMETER FOR BARRAGE (n=4) JAMMING AGAINST
MFSK/FH FOR M=4 WITH L=2 HOPS/SYMBOL, N=2400
HOPPING SLOTS, AND Eb/No=10.6065 dB (FOR 10 - 5 ERROR
RATE WITHOUT JAMMING)
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FIGURE 8-38 BIT ERROR PROBABILITY VS. BIT ENERGY-TO-JAMMING
DENSITY RATIO WITH NUMBER OF HOPS PER SYMBOL AS

* A PARAMETER FOR BARRAGE 0n=4) JAMMING AGAINST
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PARAMETER FOR BARRAGE (n=8) JAMMING AGAINST
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band noise jamming. At high Eb/Nj (weak jamming), the partial-band noise

"N." jamming appears to be more effective; however this results from a slightly

different model used in optimizing the jamming fraction for partial-band

noise jamming. In Section 2, we did not impose any lower limit on y When

searching for y0. This is equivalent to allowing the number of frequency

cells to approach infinity. By taking this approach, we made our analysis

of partial-band noise jamming independent of the number of frequency cells,

N, in the spread spectrum bandwidth. When we considered tone jamming in

this chapter, we were forced by the discrete nature of the tones to recognize

the lower limit on y when optimizing the jamming strategy. If a similar

constraint, i.e. y > MB/W = M/N, were to be imposed on the optimization

of the pdrtial-band noise jamming, then these curves would also exhibit a

_-" rapid drop-off with increasing values of Eb/NJ and the apparent superiority

of partial-band noise jamming in the region of high Eb/No will likely dis-

appear.

One other striking observation is apparent in Figures 8-42 and

8-43. Regardless of the number of hops/symbol, for partial-band noise jamming.4-

*O the communicator gains performance against optimum jamming by increasing M.

However just the opposite effect is noted under optimum barrage tone jamming

with spacing n = M: as M increases from 4 to 8, the communicator's per-

formance degrades. This same phenomenon is seen in the work of Levitt [13]

in the absence of thermal noise.

To understand the mechanism of this behavior under tone jamming,

consider the signal-to-jamming power ratios for a fixed value of Eb/NJ and

varying M. The energy per bit is
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E LSt L (8-53)Eb K KB

and the jamming density is

N (8-54)

*Therefore,

E b = LSW
(8-55)

Nj KqJo

If we let subscript 4 denote quantities associated with the system with

M = 4 and subscript 8 denote quantities associated with M = 8, we have

L4 S4 W L8 S W8 Eb
-- 3q = - constant (8-56)

K

where we have used the relation M = . The curves in this chapter have

been computed on the basis of W4 = W8 and L4 = L8; therefore we may simplify

(8-56) by dividing out the W and L factors, yielding
-4

S= S- = constant. (8-57)
2q4 J04  3q8 J08

By rearranging terms in (8-57), we obtain the ratio

(S4/JO4 ) = 2qq_ (8-58)

(58/J08) 3q8

If 54 /JO 4  > S8/Jo8 , we would expect the M = 4 system to perform better than

the M = 8 system, since it would exhibit the better signal-to-noise power

ratio. This is illustrated in Figure 8-44.
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From (8-58), we see that

(s4/J0 0) > (8-59)
(S 8 /J0 8 ) >

if

2q4  > (8-60a)
3q8

or

q__ 3
4>- 

(8-60b)q8 2 "

Therefore, if the optimum number of jamming tones against the M = 4 system

is more than 1.5 times the optimum number of jamming tones against the M = 8

system, then the M = 4 system has a performance advantage.

Thus, we must ask the question, "Can it be that q4 > 1.5q8 for

optimum jamming?" The arrswer to this question is "yes," as we now show.

* The optimization of the jamming fraction must take into account not only

the conditional error probabilties given a jamming event, but also the

probabilities R L(L) of each jamming event which may occur, given the jamming

- model and alphabet size M. Let us assume that the optimization process

has been performed for M = 8 and that the optimum number of jamming tones

has been found to be some number, say optimum q8 = Q. This yields a set of

one-hop event probabilites {]1(.L_)} which are used in calculating the total

error probability. Although {1n1(i_8)} has 9 elements for barrage tone jamming

with n = 8 spacing, only 3 distinct types of events need be considered:

Pr{no channels jammedjM = 8) = r1(O, 0, 0, 0, 0, 0, 0, 0) (8-61a)

Pr{signal channel jammedIM = 8) : nl(l, 0, 0, 0, 0, 0, 0, 0) (8-61b)
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and

Pr{any nonsignal channel jammedIM = 8)

HJ(O, 1, 0, 0, 0, 0, 0, 0) + HI(O, 0, 1, 0, 0, 0, 0, 0)

+ Il(O, 0, 0, 1, 0, 0, 0, 0) + nI(O, 0, 0, 0, 1, 0, 0, 0)

+ nH(a, 0, 0, 0, 0, 1, 0, 0) + nl(o, 0, 0, 0, 0, 0, 1, 0)

+ ]1(O, 0, 0, 0, 0, 0, 0, 1). (8-61c)

It would be reasonable to expect that the optimum jamming fraction for M : 4

would maintain event probabilities close to those for M = 8. To accomplish

this, the value of q4 must be approximately 2.3q8 , as we show below.

For M = 8 and jamming tones spaced n = 8 filter bandwidths, each

jamming tone is capable of corrupting the 8-ary symbol in 8 of its possible

hopping positions, as shown in Figure 8-45. Thus we might say that the
- (

"span of influence" (to coin a term) of one jamming tone against an 8-ary

symbol is 8 hopping positions. As shown in Figure 8-46, the span of influence

of a jamming tone against a 4-ary symbol is only 4 hopping positions. The

q = Q jamming tones spaced n =8 filters apart will have non-overlapping

spans of influence; hence

Pr{any nonsignal channel jammedIM 81 2-k()(N8-,)= (8-62)

and

Pr{signal channel jammedIM = 8} ) (81-= .N789.=  (8-63)

for the 8-ary system since each tone influences 8 hopping positions, seven

of which place the jamming tone in a non-signal filter. For an M - 4 system,

A the Q tones would produce only
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Pr{any nonsignal channel jammediM : 41 = (3)(4N3) 3 (8-64)

and

Pr{signal channel jammedIM 41 (8-65)

We see from (8-63) and (8-65) that if N >> M, the probabilities that the

signal channel is jammed are approximately the same fbr M : 4 and M = 8;

however this gives a negligible contribution to jamming effectiveness because

it will likely reinforce the correct decision. The controlling factors are

the probabilities of jamming a non-signal channel. Comparing (8-62) and

(8-64), we see that the probability is significantly higher for M = 8 with

equal numbers of jamming tones. But if Q in (8-64) were replaced by

Q' = 7Q/3 = 2.3Q, then we would have Pr{any nonsignal channel janmmedIM = 41

- Pr{any nonsignal channel jammedIM = 8} for N >> M.

Thus, we see the mechanism by which the communications performance

of the M = 8 system is degraded relative to the M = 4 system. When M1 = 8, the

jammer can maintain the probability of influencing the decision with the use

of approximately half as many jamming tones as are needed against the M = 4

system, thus permitting an increase of the power per tone by approximately

a factor of 2. This additional power per jamming tone against the M = 8

system permits the jammer to do more damage against the M = 8 system than

against the M = 4 system.

This behavior of MFSK/FH systems under barrage tone jamming with

n =M illustrates vividly the intelligence requirements of the jammer. The

jammer must know the alphabet size, M, in order to optimize the jamming

strategy to maximize the effectiveness of the countermeasure.
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APPENDIX 1A

COMMENTS OF GENERAL APPLICABILITY TO
COMPUTER PROGRAM LISTINGS

.°

A number of computer program listings are qiven in Appendices 2G,

2H, 21, 4E, 4F, 4G, 4H, 41, 5A, 5C, 5E, 8C, 8F, RG, 8H, and 81. These

- listings were produced by manually editinq the listings produced by the

DEC FORTRAN-77 V4.0-1 compiler and then printing them on a letter-quality

printer. The editing consisted of deletion of compiler-produced storage

maps and removal of file names from the remaining output. The pagination

was then adjusted to meet the page-size requirements of this report, and

the listing page numbers were adjusted to be continuous. Other than this

editing for purposes of mechanical format, no changes were made to the

programs themselves; the listings accurately reflect the results of an

error-free compilation.

Many of the programs make use of a few extensions to the standard

-E FORTRAN-77 provided by the DEC compiler. These are decribed below for the

benefit of those who may desire to run these programs on other systems.

In a FORMAT statement, the angle brackets enclosing an inteqer

expression, e.g. <N>, permit the use of integer variables or expressions

wherever standard FORTRAN-77 permits an integer constant in the FORMAT.

We have used this language extension in output formats to provide a

variable number of columns and column headings, as a function of the

number of cases run.

.55 Also in FORMAT statements, we have made frequent use of the

format item $. This format item suppresses a carriage return at the

end of the record. We use it when writing prompts for inout at the

;tart of a run.
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Some programs make use of the VIRTUAL statement, which declares

an array to reside outside the program's normal address space (which is

limited to 64K bytes). This allows use of large arrays, up to the

available ohysical memory. On systems without the address space restric-

tion, e.q. IBM 370 systems, the VIRTUAL statement may be changed to a

DIMENSION statement.

Several calls to system-supplied subroutines are used in a

number of the programs. These are summarized and described below,

except for mathematical functions where are described with the appendix

which uses them.

ERRSET Set error action; used in our programs to
enable floating underflow messages or (in
one case) to make floating overflows
immediately fatal

GETADR Return the address of a variable; used
in doing non-standard I/O operations

GETLUN Get characteristics of a device associated
with a logical unit

SECNDS Return time since midnight in seconds; used
in some of our programs to measure execution
time

WTQIO Request system I/O operation and wait for
completion; bypasses FORTRAN I/O system to
perform operations not available through
the standard FORTRAN I/O package

S. The reference to TI: in some comments in the programs is to the

pseudo-device "terminal of issuance," i.e the terminal from which the

program is run.

The logical unit assignments used on our system are as follows:

5--the terminal from which the program is run; 6--either a disk file

(usually) or the printing terminal (optionally), as defined durinq task

building. Any other logical units are disk files.

395



10

J. S. LEE ASSOCIATES, INC.

APPENDIX 2A

PARTIAL-FRACTION EXPANSION OF (2-64)

We desire a partial-fraction expansion of the characteristic

function

(Jv)--(1.j 1 -j2 ,)- 1" (2A-1)

To simplify the notation, we define

aT - 2of ' (2A-2a)

aN - (2A-2b)

and

s - iv. (2A-2c)

With these substitutions, we can write (2A-1) in the standard form

.(s) L a a L- 1 (2A-3)
T N (s-aT)l (s-aN)L-

which admits to a partial-fraction expansion

L A Br (2A-4)
-,. @(s) - (-1) L a r"  + ( --a(2A-]

T NE (s -aT)r (sr=1. r=1 "N)

provided neither =O nor L-1=O. We may accommodate these exceptional cases

(which are mutually exclusive since L > 0) by defining A0 = B0 = 0 and starting

• . the summations at r=O so as to have an explicit 0 for the empty summation.

',3.',
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The coefficients Ar and Br in (2A-4) may be determined by the

formulas [15, pp. 46-47]

A- 1 ~d5 1(~)-] ~ (2A-5)

r a-r) NL-
s=a

T

.•and

S dL-r (2A-6)B~~r =(-i-r) 1d- --

•[s aT7] s=aN

The derivatives in (2A-5) and (2A-6) may be evaluated using the formula

[16, p. 86]

dN s - K = ( 1 )N (K)N s "K- N (2A-7)
: dsN

where the Pochhammer symbol is defined as 14, eq. 6.1.221

(K)0 = 1 (2A-8a)

(K)N = r(K + N)/r(K). (2A-8b)

Using (2A-7) to evaluate (2A-5) and (2A-6), and substituting the parameters

defined in (2A-2), we find that the coefficients of the partial-fraction

expansion are given by

,-" _(-1) -(L' )-r (_ ) L ' \-)L-r

Ar ( -r)! kia (20) , r = 1, 2,...,t (2A-9)

and

(-l)L'-r ) .I L-r
L--r (2T)L-r, r = 1, 2,...,L-.

(2A-10)
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where we define

N-. When we apply the definitions in (2A-2) to the factors (s-aT)-r and

(s-aN) which occur in (2A-4), we obtain

(s-aT)r (1- J2V) r  (2A-12)

and

(l 
(r13)r

ii.,i (s -aN (1 - j22NV ) r  2-3

Using (2A-12) and (2A-13) in (2A-4), we obtain

/k9. L-9. (_l)r(20 2) arA L- (_)r(2 )r B

P(jv) Z 1 + N
r 2o 2a/ L' - (l-j2,2, ) r  rO (1-j2a V) r

(2A-14)

. where

A0 : Bo 0, (2A-15a)

AT -r'= 1, 2, ... ,2A-5b)

and

Br- -r( )L (L -t-r ) ! \-Tr2L'r 2 r.L - r
Br  r 1 , 29 ...,q L-k-R.15
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APPENDIX 2B

PARTIAL-FRACTION EXPANSION OF (2-78)

We desire a partial-band expansion of the function

m,n(jv) : 1 (2B-1)( I- j22V) )m( 1-j22V ) L- I4 n(2-)

T N

To simplify the notation, we define

1 (2B-2a)T a 2c

a N (2B-2b)

and
s -j. (2B-2c)

With these substitutions, we can write (2B-1) in the standard form

(s) : (_)L+m+n az+m a L-+n 1 (

(s-aT) Z+m(s-aN) L-+n

which admits to a partial-fraction expansion

Z+M C L-i.+n D

mn() -lL+m+nax+ma -k+[ '+n r=- + r (2-4)

[r=1 (s-aT)r (s-aN)r

provide neither t+m=O nor L-t+n=O. We may accomodate these exceptional

cases (which are mutually exclusive since L>O, >O, m>O, n>O) by defining

46
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C0=DoO= and starting the summations at r=O so as to have an explicit

A 0 for the empty summation.

The coefficients Cr and Dr in (2B-4) may be determined by the

formulas [15, pp. 46-47]
i-

*, 1 l__ _ _ _ _ _,.,.-_ 1 d +m -r

Cr =(+m-r)! ds +m-r (saN )Lk+n] s-aT (2B-5)

and" - D = 1 , L-t+n -r 1
"r (L-t+n-r)! dsL-Z+nr sa) ] (2B-6)

s=a N

The derivatives in (2B-5) and (2B-6) may be evaluated using the formula

[16, p. 86]

d N N sK = (-l)N(K)Ns KN (2B-7)

ds

where the Pochhammer symbol is defined as [4, eq. 6.1.221

(K)0  = 1 (2B-8a)

0 (K)N = r(K+N)/r(K). (2B-8b)

Using (2B-7) to evaluate (2B-5) and (2B-6), and substituting the parameters

defined in (2B-2), we find that the coefficients of the partial-fraction

expansion are given by

-'(_- )L- '+n (L t+ n ) +m 
r ( 2 )L+m + n r

Cr (2B-9)r(9+m-r) ! \ 6 _1

.
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and

L- - 2 L+m+n-r
Dr = (+m) (2B-10). r (L- +n-r) !

where we define

a/ 0N. (2B-11)

When we apply the definitions in (2B-2) to the factors (s-aT-r and

(s-aN)-r which occur in (2B-4), we obtain

,J R 1( -1 ) r ( 2 .2 ) r
1 T (2B-12)

(s-aT)r (l-j2a~v)r

and
and(_1)r(2.2)r

1 •)r (2B-13)

(s-aN)r (l-j2oV)r

Using (2B-12) and (2B-13) in (2B-4), we obtain

-) ( L+-L+n I+ (_-)r_ (2.2)r

n ) L+m+nT 1 1 L Crm~~n~~jV)=  2- 2 /  \ol L: (1"j2a°v )r

L-z+n (_l)r(2.2)r
S+ E Dr N-oZ. (2B-14)

r=O N
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APPENDIX 2C

AN EXPRESSION FOR M-ARY FSK/FH SYMBOL ERROR PROBABILITY
FOR THE SQUARE-LAW LINEAR COMBINING RECEIVER WHICH DOES NOT

CONTAIN AN INTEGRAL TO BE EVALUATED

In the main text we arrived at an expression for the MFSK/FH symbol

error probability in which one integral remained to be evaluated, namely (2-87).

In principle, this integral is readily evaluated; but in detail process is

very tedious and the result is so complicated that it is of little computational

utility. Notwithstanding this, we pursue this final integration to its con-

clusion for the benefit of those readers who prefer not leave an integral in

the final result.

We begin with the form from the main text, which we repeat here for

ready reference:

" Ps(e) = 1- (-1 )iM ( yt( 1 y)L-
9  - LPT -L)PN (LP)m t(L- )PN

s 9) e e m! ni-
-2, m=O n=O

Jo Z+m (-)m-r (L-+n) E+m-r 6L-k+n (_)L+m+n-r r -(_ 1 -x" "Io (l'- r,O) -+m r)r xr- e -

L-. (-l)m(t+m)L+n+r n _ L+m+n-r 1 r-I-
(1-69. n- 6 ( i ) L r~r)

+ (' r,O) (L- +n-r)! L +n- 1 erl- i r=O

• (1-*rO) - -r L- Lr P(rx)

r=O
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+ (16 (L-Z-r) 6 L r P(r,6x) dx. (2C-1)

r=OT

We will begin by making some observations which will be used to simplify

notation in;the following steps. First, we note that the form (M)N/N! can

be written as a binomial coefficient. To show this, we have the progression

(M)N r(M+N)

N! r(M)N!

(M+N-I)!T(M-I)1 I N!

- (M-I+N) !

, (M-I)!N!

N(M1) (2C-2)

Second, we will be forming powers of finite sums in the process of evaluating

the (M-1)-st power which occurs in (2C-1). That is, we will have things of

the form

SX = xi  (2C-3)

(i=O

which must be expressed in terms of sums of products of the xi's. By the

multinomial theorem 14, Sec. 24.1.2],

X =I(no, n xn° xnj ... x M (2C-4a)

where the summation is taken over all combinations of non-negative indices ni ,

i = 1,2,...,M, for which

403

.4



A', ' , , ' .. ' -. • .--. , , - " , ,, , ". ,,_, * ,-, .. -,,.

S. LEE ASSOCIATES, INC.

I n1 =N (2C-4b)
i =0

and the multinomial coefficients are given by

N N! N!

no i ...' NM) = n0 !n1 ! .. rM! M (2C-4c)

Substitution of (2C-4c) into (2C-4a) yields

M n
x N-! TT n-' (2C-5)

{n i :(0 M) ;z=N}\ j=O

where we have introduced the shorthand notation* that, formally, if M > 0 then

N N N

~ (2C-6)
n {i:(O,M);E=N} n=O M i= nM=0

M, ;., : ni  = N
.-. = i

and if M<O then the left-hand side of (2C-6) is taken to be a null operator.

Here the notation {ni:(O,M);E=N} is defined to mean that the summation is

taken over indices ni, i=0,1,...,M, subject to the constraint (2C-4b).

We also will find it useful to express the incomplete gama function

P(N,x) as a finite sum of terms [4, 6.5.13]:
'..-

P(N,x) = l-e-x I x (2C-7)" i
i =0

Our goal in the subsequent analysis will be to obtain a form in which

each term is of the form ax where a and a do not depend upon x so that

the result may be integrated term-by-term using the formula [2, eq. 3.381.4]

*We take the position that any reasonable shorthand notation which will reduce

the size of the final form is desirable.
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I v- e- Ux dx = LLL . (2C-8)

We begin by using the binomial theorem to expand the (M-1)-st power

which occurs in (2C-1). Let Q M1 denote this portion of (2C-1). Then,

using M2-2),

Q M1 6 (M-1)(L-t) (G\L( M- 1) Q k QM-1-k (c9

k=O

where

Q1 is & L£ (_4 )rl (6 .. 1 )rl P(rlx) (2C-l0a)
rj=0 \2-r,

and

r2 =0

*k N-i-kWe use (2C-J') to express Q, and Q2 with the results

k ______ il r (L-1-1)iUQ1 k! T7 ( 1! 16j0 Zj(-1) 1PU'

and

Q2  -M1k!T -
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We need a means of expressing the powers of the incomplete ganmma

function. Using (2C-7) and the binomial theorem, we can write

[P~j~x)13  
x - eX

w0

P = -) j 1 xw e v (2C-12)

v=0 0w

where an empty sum of the form r is taken to be zero. Now we apply (2C-5)
w=0

to (2C-12) to obtain

*j-1 wa

11 31 w

(2C-13)
-1

where an empty product H is taken to be one. Similarly, we obtain
w=0

V (-1 u- eUE

f(VuX) Z X~ &[

(2C-14)

Since

N
N f. £f~ 2-

i =0

i =0

we can write (2C-13) and (2C-14), respectively, as

[POjIX)] = Pi ~(I ) (...)v eV (,-)=Jjw0cw w!w
v=O

i-i
E wct

xw=0 w (2C-16)
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and

(1)U -U6X ZF

u,- {i:(O,x-1);E=vx} g=O Cg!(g!

Sgcg

O • )g=O  (2C-17)

where empty sums are taken to be zero and empty products are taken to be one,

as before.

We now combine (2C-9), (2C-10), (2C-11), (2C-16), and (2C-17) to

obtain, after some rearrangement and factoring,

.,: M-1 6(L-k)(M-1) 1_ T L(M-1) M-

Q = (M-I)!
~~k:O {vi :(0,.) ;E=k} {vi : ( ,L-) ;E.:M-l-k}

T7O L~j )-,) ( -'-l) (6-1)Jlp

;-.. L-k ~)

11

Sx=O x42..

-T ,:o v--o\oe ue T u

.#1 " exp ve +6 q=  uq) x]

.(±I)
T=O {a ( ))(h=O { h,jh:(O,h-l);h:vh})

9: T 407
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,C -

T1

"A= T=,et-- e we ) 'wt

" h- I a

L- h- h
h=O qh=O gq=hO Cqh'gqh !(gqh )

L-L h qh ' e .
1  L-t h qh

" '
1(

where we have transformed products of sums (the sums coming from (2C-16) or

(2C-17) for the powers of the incomplete gamma functions) into sums of products,

with the accompanying proliferation of indices of summation, and have

introduced the shorthand notations that, formally,

J =0 ~( v=0) Vo=0 vjO v=

I I2I(2C-19a)

),
e 0 Oe

(z z ) F(z)z z
(t=O eO =0we-=0 80=0 {60 io (0, =0 oOe w =0) (2C-1

with each part of the right-hand side of (2C-19b) being the notation defined

in (2C-19a),

[," (2C-19c)
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where the individual summation symbols on the right-hand side of (2C-19c) are

themselves the shorthand notation defined in (2C-6) with

= s i (2C-19d)"T "& ='0 Tl

and

2.0 e 1 I et

" T=O 0=0 we 0 0=0 W60=O0 ej=O we =0/  e = w =0 (2-20a)(0 TT')we =0) 0 (wij 60) )2C
with each term of the right-hand side of (2C-20a) defined by

I ) 0 1

( Ir wT7) 17 -i-- ... r (2C-20b)
Y =0 w0=0 w1 =0 wY=O

Again, empty sums are interpreted as zero and empty products are interpreted

as one.

We now return our attention to (2C-1). Writing QM-1 for the quantity

raised to the M-1 power and interchanging the order of summations and integration

we have
L ( P (pT) Gm 0 [(L-Z)pNI n Xn

Ps(e)=1- (-y ) L-2e- T e-L-)PN (-)tM M! (! n[LL-P+n

k=0 m=O n=O

[7m ( L+m+n-r
-rL-1+n-l e-X xr-1 QM-1 dx

((1-(r,O)(' 6) +m-r 6-1
:0 Jr=O

i. 
" ° °  ~~~~L-L+n m1 Lmn r r_ . X

(-1)m '.( -rO \ .+- r L m1 n r e-6X x r-1  qM-1 d

r=O

(2C-21)
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where we have also made use of (2C-2). If we further interchange the order of

integration with the multitude of summations embedded in QM-1 as agiven by

(2C-18) we have integrals of two forms to evaluate, namely

00 z L-t
H1  f xr +F+G 6G exp 1 + E ve + 6 Uq dx (2C-22a)

0 =0 =

and
,,oo

H 2  Xr'I+F+G 6G exp [ + ve + 6 uq) dx (2C-22b)
0-. 8=0 q=O

where

S T-1

F 2: 2: We Ta T? (2C-23a)
T1=0 e =O we =0

and

L-P h qh-

G 0 . (2C-23b)

h=O qh=0 gq=0

We can use (2C-8) to evaluate (2C-22) with the results
£ ' "Lt -r-F-G

H1 = 6 G r(r+F+G) 1 + ve + 6 Z uq) (2C-24a)
6=0 q=O

and

2.=.G  £ -r-F-G

H2 = 6G r(r+F+G) ( + e v +6 't' u . (2C-24b)

Now we can write the final answer by substituting (2C-18) and (2C-24) into

- (2C-21). In order to simplify the final form of the answer, we will re-order

*, 410
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the summations, taking the sums over r to the innermost level, i.e. we have

used the distributive property of multiplication over addition

(A+B) Z-ai = Jai(A+B). (2C-25)
i i

Finally, then, we write P s(e) in a form having no integrals remaining to be

evaluated:
L co ( Tm [( _) ln

Ps(e) = 1 - L (_ 1 )L-z e- T -(L-P)PN (_)LM (RP)m [(L-t)PNJ

z=0 n=O n=O

6LM-2.M+n (lLM.L 
M-1

k=O {pi :(0,z) ;E=k} {vi : ({,L-t) ;E=M-1-k}

11

T 1j-! j1]Z-

L-- 

-. 
(:O 

V t  \) 
_)

%~

qq!

-,~~T q=Oh-);0 hVh
1=0 {v i n: O u-l ) =(0 = {hi

L -.

t0= fc a :(O,T-1);E T= h.fi ~ (~h1;

-10 we =0 !(w 1) 'w
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'5 I

/ - h qh- 1

... Lh=O q0gq h= 0  q hgh( gq h hgqh

I - ih =O 9+ 
L+m+n-r

(h'0 q 1)hq~ qh 'q

zh _m-r Zn-
Z r0 6rO k+m-r (T)

I.r=O

. e -1

r r + zW B gqhEqh~q
ir r + T e~ :=weeT I'W 6  + (Z Z~ gi7~ 9h h$gq]T. =0 8 =0 We =0 h =0 gq 0=)

'.

£L-t :obo G0 woe1W I *Z qh C
IFr- e T We-O . e e., h-O qh g . h-O

i + Z v +6 uq
6,= q=O

t n."  L(-+m-I ," L+m+n-r
+ (- M (1"6r,0) (L-X+n-r) 66-T) r(r)

r0O

T - L-.t h
Z Z Z ) + gq q +

[ T=O 0 =0 w e'qhh 0  q j

-1 L-kh Qh
L-. h. h .h= 9qh=O/ h

"-' • 6 + ve + 6 u_ Oe=O q=

(6+-e- .)(2C-26)

* where empty sums are taken to be zero and empty products are taken to be one.

The immensely complicated form in (2C-26) arises from the need to express

explicitly the coefficients resulting from repeatedly taking powers of

multinomials. Since

T/ N TN/aT (2C-27)
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we can observe from (2C-27) that the error probability for MFSK has the form

of a sum of exponentials of the signal-to-thermal-noise and signal-to-total-

" noise ratios weighted by rational functions of these two ratios. Other than

allowing this observation, though, (2C-26) seems to be of little practical

importance. However, it is worth noting that the result for the M-ary case

belongs to the same class of functions (albeit a much more complicated member

' of the class) as the result for binary FSK.

The complicated form of (2C-26) arises through the coefficients

in the rational function of oN and OT . It appears that a seemingly less

complicated form is derivable using the J.C.P. Miller formula [3, p. 42] in

lieu of (2C-5) to express powers of summations; however the approach would

* yield a reduced form of (2C-26), only to have it followed by coupled sets

of recursive definitions of numerous coefficients. Overall, no meaningful

reduction of the expression would be achieved.

Finally we note that (2C-26) gives the symbol error probability.

The bit error probability is

Pb(e) = 2M- Ps(e) (2C-28)

where Ps (e) is given by (2C-26). We will not take the space here to write

out Pb(e) in full.
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APPENDIX 2D

' SPECIAL-CASE RESULTS OF ERROR RATE EXPRESSION FOR THE
SQUARE-LAW LINEAR COMBINING RECEIVER DERIVED FROM THE

RESULTS OF THE CHARACTERISTIC FUNCTION METHOD

It is of interest to examine several special cases of the general

formulation ."or the error probability of the square-law linear combining

receiver as derived using the characteristic function method. These special

cases present simplified performance equations for several cases of practical

interest.

2D.1 WIDEBAND JAMMING

In the case where the jammer fills the total system bandwidth (y=l),

the error rate expression becomes much simpler. When y=1, only the term 1=L

does not vanish in the outermost summation in (2-87). Then with t=L, only the

term n=O does not vanish in the summation over n. Therefore, with Y=1, (2-87)

becomes

P (ely~i I- co e-LPT 0 (LPT)m 1 e-Xx L+m-1 ]M-I-..,.Ps(ehx=l) = J- jfl (***,l [P(L,x)]l dx

fm nrO (2D-1)

' where we have also made use of the property

.1, k=O
(0)k - (2D-2)k 1o, k#O

to reduce the non-vanishing summations over r in (2-87) to a single term each.

Since [4, eq. 9.6.101

Iv(z) = )4)(k+v+Y (2D-3)

2 k=O

Vi. 414
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we can replace the summation in (2D-1) by .a modified Bessel function to obtain

Ps(ely=l) = 1 -(LPT) (L)2 x-1)/2 e-X )[P(L,x)] M -i d.

(2D-4)

The integral in (2D-4) converges reasonably rapidly, making numerical

evaluation of Ps(ely=l) a straightforward task, However, an analytical form may

* also be obtained. For an integer first argument the incomplete gamma function

P(L,x) may be written as [4, eq. 6.5.13]
,L-1

P(L,x) = 1 - ekx !. (2D-5)
, k=O

Substitution of (2D-5) into (2D-4) yields

L- . M-1

[P(Lx)]M -l = e-  k)
~k=O

M-i1) x(L-1 x

- mO (-1 )m emX(Z ) (2D-6)
• m=O \k=O

Now, the power of a summation in (2D-6) is a polynomial of the form

L -1 xk n  m (L ) k

=. ckT. k (2D-7)
C, k=O k=O

where the coefficients cm,k are related to the multinomial coefficients in a

complicated fashion. We may consider cm,k to be defined by equating coefficients

of like powers of x on both sides of (2D-7) or, alternatively, by a recursion

relation obtained from the J.C.P. Miller formula [3, p. 42] as was doneinSection

2.1 for the Gaussian channel. Using (2D-7) in (2D-6), we have
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.. M-1 m(L-1)
IP(LX)IM 1 = M 1) ( 1 Cm k emx. (2D-8)

m=O k=O

Substitution of (2D-8) into (2D-4) and interchanging the order of integration and

summation yields

Ps(ely=l) = 1 - e (-) c xk+(L-)/2 -x
(L (L-1)/2 Z ( m  Z m,km=O k=O

ILI(4LPTX) dx. (2D-9)

From [2, eq. 6.643.2 and 9.220.1], we have

f x I- e-ax I2v(2nV/x) dx = , (v+v+ ) (
J r(2v+l) ap+v+ Fi(v+i+ ;2v+l;n2/) (2D-10)

which may be used to evaluate (2D-9) with the result

M-1 m(L-1)
Ps(e-y=l)=1 - e Z M(-1) ( k L Fl(k+L;L;LPT/m)

m=O k=O
(2D-11)

' 1*

where the coefficients Cm,k are defined implicitly by (2D-7). Equation (2D-1)

.- - agrees with the results obtained in Section 2.2.

2D.2 ONE HOP PER BIT

The case of one hop per bit (L=1) corresponds to MFSK without frequency

hopping. If we set L=1 and explicitly write out the two terms of the summation

over x in (2-87), taking into account the degenerate sums which arise when k=O

and k=M, and considering the value of ( 0 )k given by (2D-2), we have, after some

rearrangement,
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Ps(ejL=1) = 1 - 6(1-y)e N f O [P(1,6x)n M-n1 dx
*0 n=O

a.

PT I (X/PT)m -x M-1
, -ye mlr(m+) e [P(1,x)] dx. (2D-12)

0 m=0

Using (2D-3), we can write (2D-12) as

SPs(elL:1) = 1 - 6(1-y)e- PN e - 6 x io(2Apd x ) [P(1,6x)] M- 1 dx

- ye- PT e - x I(2VpT) [P(,x)]M- 1 dx. (2D-13)

~From (2D-15)

-,"P(1,x) = 1 - e - x (2D-14)

J , and thus, with the aid of the binomial theorem, (2D-13) reduces to

M-1 00

-.5
Pej= 1 - y eT J e -I2') IPrl6x)1M d.(d-1

M-1

-T M-1)
-ye ("m1) (- 1)m e )x Io(C4P-TX)dx. (2D-15)

m=O f

The integrals in (2D-15) may be evaluated using (2D-10) with = , v=O. The result

is

* 417
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M-1

Ps(efL=l) = 1- (1-y) e Z M-1) (-I)m 1 I1 ;1 ;
m=O

M-1
- T y (M-1)im 1 1F i;;ii (2D-16)
y e, Z ( m (-,,° + ,, ,F ,  ;I - -,

m=O

Since [4, 13.6.12]

wFl(a;a;z) = ez'  (2D-17)

(2D-16) becomes

'.'. M-1
-P N M-1I (PN.T

P(eL=) 1- (1--y) e Z m M-1)(".l)m....LexpP(

m=O

* M-1

- e Z (M1)(-1)m 1 exp . (2D-18)

m=O

We now observe that the m=O terms of the two sums in (2D-18) add up to 1. Thus,

we may further simplify the result to

M-1 1 1 -r exp

P (elL=l) = 1 ('l)m" - -N\ +y exp M (2D-19)- mm+ m +l]
m=1

Swhere we have combined the two summations into one and factored out the common

coefficients. The result in (2D-19) is readily identifiable as the weighted sum

of the result for MFSK given by Stein and Jones [17, eq. 14-451 which results from

averaging over two possible noise states (jammed and unjammed). If we further

specialize (2D-19) to the case of M=2 (binary), we obtain the result of our earlier

work on BFSK [6, eq. 2.3-38], namely

Pb(elL=,M 2 ) = (1 -y) e + -y e (2D-20)

418*'19* l W'": ; " ,' '% '"W ' " ' " ' " " " "","""" "" W'" " " ""



J. S. LEE ASSOCIATES, INC.

APPENDIX 2E

PROBABILITY DENSITY FUNCTION FOR THE WEIGHTED SUM OF TWO
INDEPENDENT NONCENTRAL CHI-SQUARED RANDOM VARIABLES

Let x and y be two independent noncentral chi-square random variables,

x-x2(2n;xl ) (2E-la)

and

y_ x2(2m;X2). (2E-lb)

We shall derive the probability density function for the random variable

u = x + Ky. (2E-2)

The joint probability density function of x and y is

p1(x,y)= exp[- (x+y+00+x2)] (xI/2) k(x/2) k+n- r2/2 )r(r l)

k=O r=O

x o, y> o. (2-3)

We define a transformation of variables

u>O, IvI<u (2E-4a)

or

1
1 (u+v) u>0, IvI <u. (2E-4b)y K (u-v)
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The joint probability density function of the new variables u and v is

p2(uv= P1 ( --

4 4

> = exp( x +~2  v

Url k+n-1 -! r+m-1!
:•"" Ek!r! '(k+n-l)! (r+m-l)!
ik:0 r=0

u>0, IvI <u. (2E-5)

To integrate out v, we use the integral

u- n-i r+m+l b
k+m- r+m-1 k+r+n+m-2 r+m-1 v k+n-1 v - bv dv

4 u v - u

"u ,k+r+n+m-2, 1r+m+j (1 +x)k+n-l(lx)r+m-le buxdx.'fi
(2E-6)

From [4, eq. 13.2.21,4..

(1+x) k+n-1 (l-x)r+m ' 1 ebux dx=

e-bU 2k+n+r+m-1 r(k+n)r(r+m)
r(k~nir+m) 1F1(rm; knr+m; 2bu). (2E-7)

• Substituting (2E-7) and (2E-6) into (2E-5) and using b = -- gives the final

probability density function
/ __

'
_ (Xi)k r ( u ) k + r + n m

p ) exp u+X + 2  2 K 2 F1 r+m; k+r+m+n; K-i

2Km 2 k! r! (k+r+n+m-)!K2

420 (2E-8)
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APPENDIX 2F

BIT ERROR PROBABILITY FOR THE SQUARE-LAW LINEAR COMBINING
RECEIVER FOR THE SPECIAL CASE OF L=2 HOPS PER SYMBOL

For L=2 hops/symbol, (2-55) is the sum of three terms. In the

derivation below, we first compute each term of (2-55) and then combine these

results to obtain the final special-case equation for L=2.

'For L=0 we have the case of no jamming on either hop; (2-26b)

becomes

PZ2 2 exp _L , 2 > 0; (2F-1)
2a~ ac2 2a2

N Ni xN

and (2-60) is expressible in closed form as

p(ziJzj - 1;0) = e1  ()(2F-2)

C2'

Also, for the signal channel, (2-73) with k=O becomes

C1_ 2 8PNC1
pi(;iIO) ='I 1~ p- .(2F-3)

If we expand the modified Bessel function in (2F-3) in a Taylor series, sub-

stitute (2F-1) and (2F-3) into (2-61), make the change of variable a= 1 l/a , and

interchange the order of summation and integration, we obtain

%

421
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-_ °121 I -c2

PS (e j) =1 - 1 - 0/ ! kl 0 kf e-o__a~~2...)- I k!(k+1)' ( )k+1
"J sy k=O 0

r a/ ,1+)M- 1
-- e' 2 +) dci (2F-4)

whe re

AO A
= 2pN.  (2F-5)

.'- Applying the binomial theorem twice to (2F-4) yields

(e0) 1 e 10 Mx/2 k 2 m
s2 _ Z k!(k+1) (-2M1)..)m~m

k=O m=O p=O

. k+p+1 e- ('1)/2 d.. (2F-6)

The integral in (2F-6) is equal to

'ii I •k+p+2

2(-!) k (k+p+1)!.

"!.4 Upon interchanging the order of summations, we obtain

= .x/2M \ m~. . (p+2)k x rok" XlF M-1) (-l)m 2: ( p+1).
=)2 .=. P1 seOp 1TT( ! L2 (-R 1lJ

m=O (m1)2 = (ml k=O
(2F-7)

The summation over k in (2F-7) is a confluent hypergeometric function. Upon

applying Kummer's Transformation it is recognized as the generalized Laguerre

polynomial [4, 13.6.9] and hence (2F-7) becomes

M-1 m 2(_ 2~mPN p( 2PN

(elO" 1-Z(M-1) (- : (m r exp N- m+1 (2Fs MO (M+1 )2 . P i(F8
m=O p=O

422
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For 9=2, the result is obtained from (2F-8) by replacing pN by PT"

For Z=1, a similar set of manipulations on (2-62), (2-72), (2-73),

and (2-61) yields

PS(el1) 1 e- /2 1 rk 
_ _

-r

k=O r=O

r (-1/2 ( k+la/ 1 - 1 (1)a-\
eL- e" /-' e  Fj +1; k+2; dc

(2F-9)

where X00 2PN9'x, 2PT% 1+ .X 1  and we have used [18, eq. A.1.19] to

evaluate (2-60) for k=1. To evaluate the integral in (2F-9) we expand the

" (M-1)-st power using the binomial theorem and use [2, eq. 7.621.5] to obtain

M-1 M m

P (ell) 1 - '(M-1) J-lj ( m) (_1)P 6 m-p 1 m 6
s.. m kp [(6 1 [(6-1)p+M-i-1

m=0 (6-1)m p=

exp (6-1)P+ (6-1)o+(21

F inplN t )pn +6 T,-[p l (2F-10)

Finally, then, putting (2F-8) and (2F-10) into (2-55) yields, with

a bit of algebraic simplification, the desired special case equation

M1 1)_m p! (_ 2mPN 12PN\

P b(e) 2(-1 Z I(()eP N E MP 2~) pNM+m=M p=

+ -"2 exp( ;el~( 2T)] + 2-,(l-.) ( J .~)P

6-1pm1 exp- P61 p41Thp~

423
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APPENDIX 2G
COMPUTER PROGRAM TO COMPUTE
BIT ERROR PROBABILITY FOR

SQUARE-LAW LINEAR COMBINING RECEIVER
IN THE PARTIAL-BAND NOISE-JAMMING CHANNEL
USING NUMERICAL INTEGRATION OF (2-61)

The following paqes contain a listing of the FORTRAN-77 program

used to obtain numerical values of the probability of error for the

'square-law linear combining receiver in the presence of partial-band
W.'

noise jamming by means of two-dimensional numerical inteqration.

The subroutines DQATR and DQATR2 are identical (except for the

name) numerical integration routines using the Romberg method. There

were obtained by converting the subroutine QATR from the Diqital Equip-

ment Corporation Scientific Subroutine Package [191 to double precision.

Two copies are used to avoid recursion when performing the two-dimensional

' integration.

For a listing of subproqram DBINCO, see Appendix 4F, listing page

8; for DXBESI, Appendix 4G, listing pages 12-13; and for DXI, Appendix 41.

'4,

'.,.-.

Je.

*'
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J. S. LEE ASSOCIATES, INC.

APPENDIX 2H

" COMPUTER PROGRAM TO COMPUTE
BIT ERROR PROBABILITY FOR

SQUARE-LAW LINEAR COMBINING RECEIVER
IN THE PARTIAL-BAND NOISE-JAMMING CHANNEL

USING SPECIAL-CASE EQUATION FOR L=1 HOP/SYMBOL

The following pages contain a listing of the FORTRAN-77 program

used to obtain numerical values of the probability of error for the

square-'aw linear combining receiver in the presence of partial-band

noise jamming in the special case of L=1.

For listings of the subprograms UNDB and DLOG2, see Appendix

• .2G, listing pages 7 and 8.
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J. S. LEE ASSOCIATES, INC.

APPENDIX 21

COMPUTER PROGRAM TO COMPUTE
BIT ERROR PROBABILITY FOR

SQUARE-LAW LINEAR COMBINING RECEIVER
IN THE PARTIAL-BAND NOISE-JAMMING CHANNEL

USING SPECIAL-CASE EQUATION FOR L=2 HOPS/SYMBOL

The following pages contain a listing of the FORTRAN-77 program

used to obtain numerical values of the probability of error for the

square-law linear combining receiver in the presence of partial-band

noise jamming in the special case of L=2 hops/symbol.

For a listing of subprogram OBINCO, see Appendix 4F, listing

page 8.

The output format of this program requires a printer capable of

printing 158 characters across a 14-inch page (e.g., a 12-pitch orintout).

This must also be taken into account when the task is built on an RSX-11M

system (i.e., specify MAXBUF=158 as a task-builder option).

'0.3
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4.

APPENDIX 4A

COEFFICIENTS OF A POWER SERIES
RAISED TO A POWER

/

., In order to solve an integral for the error probability it was

necessary to evaluate the power series expansion of

[eL _(X)m =.L n=] (4A-1)
f .

. A very useful formula, due to J.C.P. Miller, was found in [3, p. 42]:

(I + blx + b2 x
2 +.. .)m= I dr xr (4A-2)

r=0

where r

idr = I [(m+l)n-r] drn bn .  (4A-3)

n=1

For the case of (4A-1) the coefficients bn  are

lI/n!, n=O, 1, .b bn  0 n>L-.(4A-4)
,, ~O, n >L-1.

hid,. min(r,L-l)d 0  1(45

Thrs d [(m+l)n-r] dr'n=~ r n-- -' o  .( A 5

n= 1

We may use a slightly different definition of the coefficients

to write

[el(x) m = r! x r(4A-6)

r=O

443* !.0
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The coefficients cr are simply

c r(m,L) r! dr

-~~ r-inrL1)C (m,L)
r ~~[(ni+l)n-r]. (in)
n= 1

min( r ,L- 1)
4,r) - 1 l~n-r (m,L); co= 1. (4A-7)

r n=1/ nin-n

It is not difficult to show that

cr (m,L) = mr.r :5 L-1; (0A-8)

and that

cr(m,2) = M-! (0A-9)

.4444
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APPENDIX 4B

THE EDGEWORTH SERIES

The complexity in finding the probability density function (pdf)

and cumulative distribution function (cdf) of the decision variables zi t

i= 1, 2,...,M, is mainly due to the complexity of performing L-fold convolutions.

When the random variables (RVs) to be convolved are chi-squared distributed,

the resulting probability distribution is merely another chi-squared. Thus,

by its unique property, the problem becomes much simplified. However, when

the RVs to be convolved are either Rician or Rayleigh distributed, a closed

form expression for the resulting pdf or cdf is not available. This appendix

gives asymptotic expansions with respect to L for the pdf and cdf of

L

k( y  - k)

Var yT X"[ ar (Yk] 2

where Yk' k= 1, 2,...,L, are L independent RVs with means Yk' variances var(yk),

" and higher order cumulants Kr,k"

- The Gram-Charlier series for the pdf of x is given by
-go

px(a) = Z an Z(a) Hn(a), -= < x < .(4B-2)

n=O

where the
n dn

H (a) [() - IZ(a)]/Z(a) (4B-3)
dan

are the Hermite polynomials* of degree n, and

$ *A more common definition of the Hermite polynomials Hn(c) is equivalent to

2n/2 H n(avr2) in terms of (4B-3); in these cases the polynomials defined by

(4B-3) are sometimes designated [4, eq. 22.5.181, [21, p. 189] as He n(a)

orXn (c). 445
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Z) = e- , - <a<w (4B-4)

is the normalized Gaussian pdf.

The coefficients an can be obtained by multiplying both sides of

(4B-2) by Hn (a) and integrating from -- to =. Thus,

"Go

a n= f px() H() da. (4B-5)

Using the power series expansion of H (a) given by. n

H a a n n(n-1) n-2 n(n-1)(n-2)(n-3) n-4
n 2 1! 22 . 2!

n(n-1)(n-2)(n-3)(n-4)(n-5) ann6 + .. (4B-6)

23 • 3!

and substituting into (4B-5), we have

an = '  n-21! vn-2 + n(n-1)(n-2)(n-3) - (4B-7)22. • 24 J4B7

where Pn is the nth moment of px(a) about the origin. Normalizing p (a) to

conform with (4B-1) to zero mean and unit variance, we have

ao = 1 (4B-8a)

a, = 0 (4B-8b)

a2 = 0 (4B-8c)

a3  I (4B-8d)

v 1 1

a4 = (4- 6U2 + 3) = (p4- 3 ) (4B-8e)
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where Pn is the nth moment of p x (a) about the mean. The pdf of x, then, is

() Z ) -[i.Z(3)( +[2 Z(4)(.) +Y21Z(6) (a

"(3)Z( ) + Y 2 () 1__ Z (a

rY3 z (c() + (i W) + -.. Z 9 (x

-E 144 12961

2 2

+ I Z 6 (a + Y Z( 8 ) (a) + z42 Z( )(a + 12 ()
720 1152 720 12

y4

+ +1104 (a (4B-9)

This version of the Gram-Charlier series, in which the brackets enclose terms

with equal orderof magnitude with respect to L, is the Edgeworth series.

The cdf F(x) may be obtained by integrating (4B-9). Thus

F (x-) = P(c) '-1 Z(2)(a )] + [j2 Z(3 )(a) + l Z( - )

;° .[ cx) ]
10 Z( c) + *Y21"2 Z(6) +Y"i Z7'8 )120-1 1296

r[Y 2Y 2 Z9
20 Z( ) + _-_ (7 )(a) + 1 Z(7)( 21Y ((

y4
I + O (] + ... , (4B-10)

where

x
P(x) = Z(t) dt (4B-11)

is the Gaussian cumulative distribution function.
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The coefficients* Y may be expressed in terms of higher order

cumulants of Yk' ki1, 2,...,L. Thus

1 r,k

Yr-2 XLr/2 l h 1 k , (4B-12)

X1 Var yk]

with cumulants (for the kth hop) as follows:

Ki = E Yk} (4B-13a)

K2 = E{y 2} - K2 (4B-13b)

K. K3 = E{y 3} - 3K 2 K -K3 (4B-13C)

K4 = E{y 4} - 4K3K - 3K
2 

- 6K2K- K
4  (4B-13d)

K 5 = E{y5} - 5K 4 KI - OK 2 K3 - 1OK3 K - 15KK -o 1OK K
3

- K
5

(4B-13e)

K6 = Ely 5 ) - 6K 5 K- 15K 2 K4 - 1K - 15K4K2 - 60KjK 2 K3

- 35 - 2 K3 K - 45KK. - 15K2 , 4 - K6. (4B-13f)

Equations (4B-9) and (4B-10) thus express the pdf and cdf of the RV x in

(4B-1) in terms of the moments an. cumulants of the samples Yk' k= 1,... L,

by the pdf of Gaussian RV and its derivatives in an asymptotic series expansion.

**The use of the symbol y n for these coefficients follows conventional usage,

e.g. [4, p. 935]; there is no implied connection between these coefficients and

4 the partial-band fraction y as used in the main text.
*5 448 i
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MAPPENDIX 4C

APPLICATIONS OF THE EDGEWORTH SERIES TO
EVALUATION OF THE PROBABILITY OF ERROR FOR

THE LINEAR-LAW AGC RECEIVER

In this Appendix we explain the numerical method used in obtaining

the probability of error for the linear-law AGC receiver using the Edgeworth

series.

-.- The equation to be computed is

L
=M/2 2 L t(_)-

P bc (e)C(M-1

P 91=0

LL

L= L Px/ C-L

p 449 I

Var z k Var z l

z 2k

' where px(a) and Fx(a) are given in (4B-9) and (4B-10) of Appendix 4B. For

the signal channel,

I -- L (4C-2)

k " [Var(z 1)]

~449
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The nth moment of Z1k is

E Jznk 2 n/2 r(!! + 1)ii-. P/) (4C-3)

where

pN for unjammed cell with probability (1-y)

Pk': PT for jammed cell with probability y.

For the noise-only channels,

L

X1 (Z2k - Fik) (4C-5)

--- Var(z2k)

The rth moment of this normalized Rayleigh distributed RV Z 2k is

E-F2 1.3....-n, for n odd

2k= p! , for n=2p.

Since the moments of Z2k are independent of 02k or p, the jammed case and the

unjammed case have the same contribution to the error probability from the

noise channels. This is due to the normalization used by the AGC receiver.

Having obtained the moments of z and Z2k for both jammed

and unjanied situations, the procedure to obtain the probability of bit error

expression can be easily traced by the self explanatory flow-chart given in

Figure 4C-1.

o.
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.

APPENDIX 4D

SPECIAL CASES OF LINEAR-LAW AGC RECEIVER
PERFORMANCE EQUATION FOR L=1 AND L=2

When L=I, the decision variables are merely

zi = zil; i= 1, 2,...,M. (4D-1)

The probability of error expression is then

Pb(e) = M (1-Y) 1 - Pz p (a)d ] dci

+ YJi f Pz1(a IP)f 'p Z21 ()d]J-da (-2
o !o

which is readily integrated numerically using the computer program given by

the listing in Appendix 4F.

When L=2, the decision variables are

Since we assume that the z 1 and the z. Q are in dependent, the pdf of z. is

given by p~ OJp where @ denotes the convolution operation.
ii 12

The convolution of the normalized Rayleigh pdf's isL Z2 a) x(a-x) ex2/2 e-(ax)2/2 dx. (4

With algebraic manipulations and the change of variable u=x-i/2,

Z2  - u2)T x( )du (4D--2)

VI
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which can be expressed in terms of the error function [2, eq. 3.321.2 and

3.381.1], [4, eq. 6.5.16 and 6.5.22] as
-..

p ( ez -,~2/4 V/- erf(ci/2) Sv.. -y) + (c/2)e a2/2 a> 0.
Z2

4, PZ2(4D-6)

The resulting error probability can then be numerically computed by the

formulation

" 2

(e) ( M/2-Y __) 2
9'=0

GCo 011 -

S-f pI (i Pz22 da [ pZ2 (o) d (4D-7)

in which P~ (z ) is given by (4-47a) with

P1 = P2 = S/la for Z=0

P1 = S/a, P2 = S/o2 for z=1 (4D-8)

and

P= P 2 = S/02 for i=2.

95
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-APPENDIX 4E

COMPUTER PROGRAM TO COMPUTE
BIT ERROR PROBABILITY FOR

SQUARE-LAW FH/MFSK RECEIVER WITH AGC

The following pages contain a listinq of the FORTRAN-77 program

used to calculate numerical values for the error probability of a

a, square-law FH/MFSK receiver with AGC in the presence of partial-band

and wideband noise jamming.

The default increments of E b/NJ in dB are chosen to facilitate

plotting on a scale of 7 divisions = 5 dB.
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111
APPENDIX 4F

COMPUTER PROGRAM TO COMPUTE
BIT ERROR PROBABILITY FOR

LINEAR-LAW FH/MFSK RECEIVER WITH AGC
USING EXACT EQUATION FOR L=1 HOP/SYMBOL

The following pages contain a listing of the FORTRAN-77 program

used to calculate numerical values for the error probability of a

linear-law FH/MFSK receiver with AGC in the presence of partial-band

noise jamming for L=]. hop/symbol.

Fqr subroutine DGAU, see Appendix 4G, listing page 11. For

subroutines ATTACH and DETACH, see Appendix 4H, listing paqes 20 and

21. A listing of function DXI is given in Appendix 41. For subroutine

DXBESI, see Appendix 4G, listing pages 12-13.
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J. S. LEE ASSOCIATES, INC.

APPENDIX 4G

COMPUTER PROGRAM TO COMPUTE
BIT ERROR PROBABILITY FOR

LINEAR-LAW FH/MFSK RECEIVER WITH AGC
USING EXACT EQUATION FOR L=2 HOPS/SYMBOL

The following pages contain a listing of the FORTRAN-77 program

used to calculate numerical values for the error probability of a

linear-law FH/MFSK receiver with AGC in the presence of partial-band

noise jamming for L=2 hops/symbol.

For subroutines ATTACH and DETACH, see Appendix 4H, listing

pages 20 and 21. A listing of function DXI is given in Appendix 41.

Subroutine DGAU20 is a second copy of DGAU (supplied from the system

library) under a different name to avoid recursion in performing the

double integration.

The constant PIR in function GR2 is A.

.
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J. S. LEE ASSOCIATES, INC.

APPENDIX 4H

COMPUTER PROGRAM TO COMPUTE
BIT ERROR PROBABILITY FOR

LINEAR-LAW FH/MFSK RECEIVER WITH AGC
USING THE EDGEWORTH SERIES APPROXIMATION (L>2)

The following pages contain a listing of the FORTRAN-77 program

used to calculate numerical values for the error probability of a

linear-law FH/MFSK receiver with AGC in the presence of partial-band

noise .ijaing for L>2 hops/symbol.

The subroutine GAMMA computes the function r(x); this routine

1 is supplied from the Scientific Subroutine Package available from

Digital Equipment Corporation Fig, p. 3-421. The subroutine DGAU20

is a system-library routine identical, except for the name, to subroutine

DGAU contained in Appendix 4G, listing page 11. A listing of subroutine

DXI is given in Appendix 41.

The subroutines ATTACH, DETACH, and BEEP contained in this

listing contain system calls specific to the RSX-11M operating system

p for PDP-11 computers as described in Appendix 1A. Calls to ATTACH

and DETACH may be omitted on other systems. The subroutine BEEP (or

equivalent) is required only on systems where the FORTRAN I/O routines
q

will not allow control codes to pass unchanged (under RSX-11M, the

FORTRAN I/O package changes a bell code to a question mark).

The following constants are used at several locations in this

- program:

7r/2 = 1.570796327

, A12 = 1.253314137 = mean of normalized Rician variate

2-w/2 = 0.4292036732 = variance of normalized Rician variate

469
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J. S. LEE ASSOCIATES, INC.

lIV/2 = 0.3989422804014326779399461

P-1(1-10-16 ) = 8.22208 where P(.) is the Gaussian cdf.

For the polynomial coefficients in PGAUSS, see [4, 26.2.17]. For Edgeworth

series coefficients, see Appendix 48.
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APPENDIX 41

COMPUTER PROGRAM LISTING OF
FUNCTION SUBPROGRAM DXI

The following page contains a listing of the FORTRAN-77 function

subprogram DXI which is referenced by the programs in several other

appendices. The purpose of this subprogram is to avoid error messages

and incorrect results when the forms 00 and (-Ixl)n are encountered in

raising a double precision floating-point number to an inteqer power.

For our computations, we set 00 1 and (-Ixl)n (-)nlxln.
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." ° - "a 5...- . . , -, °o.%--2 2 .. ,o .. '.Sb ;.. -' .* . S -. L - S q

PDP-11 FORTRAN-77 V4.0-1 09:35:35 27-FEB-84 Page 1

0001 DOUBLE PRECISION FUNCTION DXI(D,I)
C
C FUNCTION TO ALLOW RAISING NEGATIVE OR ZERO
C DOUBLE PRECISION TO INTEGER POWER
C

0002 DOUBLE PRECISION D,A,S
0003 A=D
0004 S=1.DO
0005 IF(D)1O,20,30
0006 10 A=-D
0007 IF(MOD(I,2).NE.O)S=-1.DO
0008 GOTO 30
0009 20 DXI=O.DO
0010 IF(I.EQ.O)DXI=1.DO
0011 RETURN
0012 30 DXI=S*A*I
0013 RETURN
0014 END

48
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APPENDIX 5A

COMPUTER PROGRAM TO COMPUTE
BIT ERROR PROBABILITY FOR

SOUARE-LAW SELF-NORMALIZING FH/BFSK RECEIVER

The following pages contain the listinq for the FORTRAN-77

program used to calculate numerical values for the error probability

of a square-law self-normalizing FH/BFSK receiver in the presence of

partial-band noise jamming.

For subroutines ATTACH and DETACH, see Aopendix 4H, listing

pages 20 and 21.
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APPENDIX 5B

EQUATIONS USED IN COMPUTER PROGRAM
OF APPENDIX 5A

For L=1

P1 P 21 e N /2  (5B- 1)Pb(e;Y) -y e + (1-y) e

For L=2

Pb(e;y) = ( 2 (+N) Te (I+PT6)

+ 2y(-y) (o N - T/N T) ( (N +PT)] e T /2

+ OT ON'OT) + (N +PT (5B-2)
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For L=3

p b(e;'N) =(1-y)
3 A + 3y2(1-y) B + 3y(1-y) 2 C + y3D (5B-3a)

- where

-1 x+2

A f dx J gl(Z,P) 92(X- z,p)dz
-3 -1

0 1
+ f xfng,(,p) 9 2 (X -z,P)dz P =

-1 x

o
+ f dx gl(z,p) 93(X- z,p)dz (5B-3b)

-1 -

-1 x+2

B f dx J gl(z,Pl) 92 (X- ZIP2 )dz
-3 -1

0 1
+ hdxf g1(z,Pl) 92(X- ZIP2)dz =1 P

f -1 P2=

0 x

+ fJdx J g1 (Z,Pl) 93(X-Z,P2)dz (5B-3c)
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C = same as B for P, = PTand P2 = N

with gl(z,p), g2(z,p) and g3(z,p) defined by

g1zp =~(+ p- + P-) exp[. p- + PZ zI < 1
(5B-3d)

g2(Z,P) = -1 + + +2+2+ 2

+ P(1+ p/2)(z/2) 2 + (p2/6)(z/2)3 -2 < z < 0

(5B-3e)

3 (ZIP) e 1 p+P 2 +P+P/ - (1-p 2/2) (z/2)

22 (p2+/6(z/2)

-P(l+ P/2)(z/2) -(p/(z23 0 < z <2

D =same as A for p PT=B-f

For L=4

p b (e;y) = (1-y)4A' + y4B-+ y(l-y)3 C' + y3(1-y) D' + y2(1-y)2 E'
(5-4a)

where

A- =f2 dx[ g2(Z;P 2,P2) 93(X- ZsP2,P2)dz
-2 f2

0 0
+ dxf 92 (Z;P 2,P2 ) 9 2 (X- Z;P2 ,P2 )dz

- x P2 =N

-,2 x+2

+f dx -2 g2(Z;P2,P2) 92(X- Z;P2,P2)dz

0 x+2

+'f2 dx f g3(Z;P2,p 2) 92(X- Z,P2,P2)dz 01(5B-4b)
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B= same as A' for P2 -P

x+2

c= dx g (Z;P1,p2) 92(X- z;pl,pl)dz
i4 -2

01 x

+j dxJf g(z;PIP 2) 92(X- z;pl,pl)dz

-2 2

-0 xP2 P

+ dx " 9 Z;PlP2)g 3(X- z;pl,pl)dz

-2 2

0 x+2

[2dx f gi(Z;PlP 2) 92(X- Z;Pl,P2)dz M5-40)

D' = same as C' for p, = pTand P2 = PI2 x+2
E= f dx f g9(z;P 1, 2) 9(-ZPI2d

-4 -2

+f2 dxjf gi(Z;Pl-P2) 92'(X- Z;PlP 2)dz

0 x P2=P

+ 2dx f g9(Z;PlP 2) gi(X- Z;PlP 2)dz

/2 _2

0 x+2

+fL' dx/ gi(Z-PlP 2) gi(X- Z;PlP 2)dz (5B-4d)
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with g, (z;,), g.,(z; ,,p) g;(z;pl p-), g-,z;(, p) and g3(Z;Pl',P2) defined by:

g1zp)=~.(+ .~+ LZi exp 2.- PZ Izi < 1 (5B-4e)

g, (z,- ) exp(-p + z/2) 1 26+ (1+ 2p +p2/2) (z/2)

+ p(1+ P/2) (z/2)2 + (p2/6)(z/2)1 -2 < z <0

(5B-4f)

= 2(pp)~ exp(-P 2+ Qiz/2) Pi[-2P 2+ Pl(Pl-P 2)(l+ z/2]

+ exp(-pl+p2z/2) P2 [2pl + P2(PlVP 2)(1+z/2]

-2 < z <0

(5B-4g)

g3(z; ,p) = x(p 2 1 1+ p+ P2/6 - (1-p2/2) (z/2)

-P(l+ p/2)(z12)2 - (p2/6)(z/2)3~ 0 < z <2
(5B-4h)

9= 11,2 lexp(-P2+ P2zI2) [p3 p2 - pP+ P-2
2(pl P273 P

* plP 2 -p PIP PP2)Z/2]- exp(-Pl+ plz/2) 3-p 22lP

+~~~~ +P-2 (~ 2 PP +p2)Z/ 2]j 0 < z < 2

(5B-4i)
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APPENDIX 5C

COMPUTER PROGRAM TO COMPUTE
BIT ERROR PROBABILITY FOR

*SQUARE-LAW SELF-NORMALIZING FH/BFSK RECEIVER
WITH AN N-LEVEL QUANTIZER

The following pages contain the listinq for the FORTRAN-77

program used to calculate numerical values for the error probability

of a square-law self-normalizinq FH/BFSK receiver with an N-level

Iquantizer in the presence of partial-band noise jamming.

For subroutines ATTACH and DETACH, see Appendix 4H, listing

pages 20 and 21.

The default increments for Eb/NJ in dB are chosen to facilitate

plotting on a scale of 7 divisions = 5 dB.

- PRECAUTION:

Before running this program, please make sure that the arrays

in function PEG are at least as large as

DIMENSION V(N), WORK1(N*L-1), WORK2(N*L-1)

and the calls to CONVLV specify the size of WORK2 as the sixth

parameter, i.e.

CALL CONVLV(V, NV, WORK1, NW1, WORK2, N*L-1, KODE)

where N is the number of quantization levels and L is the number of

hops/bit.

4.49
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APPENDIX 5D

DERIVATION OF (5-70)

Using (5-50), we can write

P3 p uv;G2) pi v(l+u),a2 P2 -)a (5D-1)

where

and 2 (5D-2b)
a P2(a) =  exp )I0

Substituting (5D-2) into (5D-1) we have

1 v(1+u) A2+ 2 v1+u A I
P3(U;V) = - 'v exp -

2 k 2 A 1v0I 2

k k[-7 v1+)

.v(1-u) v(u-u)]

and with algebraic manipulation of terms we obtain

P3(u,v) = 3(1-U 2 exp xp 2 [(l+U)2 +(1_U)2
k k/I i

•0 [A v(1+u)] (5D-4)

The derived pdf is then obtainable by integrating out p3(u,v) with respect to

v. Thus,
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* -" p4 (u) = dv P3 (U,V)
0

Sfdv y(_ ) exp( 2  exp V2 (1+u) 2+ (1u)2

0 8a\ 8k ] B

10 .AC+u]

)'~~o L 4
(-2)exp( -I) V ex[i'- ] 0[ 'l v
41u2  4 2  ~ ~ I(2 2v'11~A1u v

(5D-5)

The last integral in (5D-5) may be evaluated using [2, eq. 6.631] to

give
P.p

P4(U) =(1_U) e- 8a4 IF,[2; 1; (1+U)2  p/2] (5D-6)
W (1+U

2 )2  1+U 2

where p - A2/2a . Making use of the fact that [18, eq. A.1.19c]
0k

.F1(2; 1; z) = (I+z)ez, (5D-7)

we can further simplify (5D-6). Thus,

p(u) = (u[ 1+, u (5D-8)
P(U)=1+U

2)7 e- + 21+u~(2.1uj
.
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or, equivalently,

'2' 2 F (1+u)2] ( 1)]
P4(U) = I4 - ~ + P ~t jexp~~[ (5D-9)

which is the proof of equation (5-70).

As a check on the result, for the special case of L=1, the bit

error probability is given by

0

Pb(e) du v3-ZuZ [1 +] "exp) (5D-10)

Let x (1-uLet x =2(1+u!);

then

dx -(l-u)(l+u) - 2 (SD-il)
T (I+u2)2

Using the transformation (5D-1i) and recognizing that (l+u)2 = 2(1+U2 ) - (1-u) 2,

we obtain

- dx 1+ P(l-x)] e-Px (5D-12)

'2

which gives

Pb(e) e (5D-13)
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Therefore, the result for L=1 is identical to the result obtained from

the receiver using the square-law detector for the same L=1 hop/bit.
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APPENDIX 5E

COMPUTER PROGRAM TO COMPUTE
BIT ERROR PROBABILITY FOR

LINEAR-LAW SELF-NORMALIZING RECEIVER
WITH AN N-LEVEL QUANTIZER

The program for a linear-law self-normalizing receiver with an

N-level quantizer is nearly identical to the program given in Appendix

45C for the square-law self-normalizing receiver with an N-level quantizer.

The only change involved is replacing the subroutine VALUE in the program

contained in Appendix 5C with the subroutine qiven on the following page.

The user may also find it useful to modify the FORMAT statement in the

subroutine PUT1 in Appendix 5C to provide identification of the results

as pertaining to the linear-law receiver.
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PDP-11 FORTRAN-77 V4.0-1 10:10:17 27-Sep-83 Page 1

0001 SUBROUTINE VALUE(RHO,TRES,NQ,V)
CcCccccccccccccccccccCCcCCCcccccCCcCCcCCCCCCCcCCccCccCCcc
C C
C COMPUTE DISCRETE PROBABILITIES FOR EACH QUANTIZED LEVEL C
C FOR LINEAR DETECTOR ONLY C
C C
CCCCCCCCCCC CCCCCC CCCCCCCCCCCCCC CCCCC CCCCC CCCCCCCCCCCCCCCCCC

0002 IMPLICIT DOUBLE PRECISION (A-HO-Z)
0003 DIMENSION VCNQ)
00041 DNQ=NQ
0005 DO 12 IQ=1,NQ
0006 V(IQ)=0.DO
0007 12 CONTINUE

C "for general N-level ( N not equal to 2)
C ----------------------- - -

0008 IF (NQ.NE.2) THEN
0009 IF(TRES.LT.l.DO)THEN
0010 UP=(l.DO+TRES)'(1.D0+TRES)/(2.DO*(1.D0+TRESOTRES))
0011 DN=(l.DO-TRES)*( 1.DO-TRES)/(2.D00C1.DOTRES*TRES))
0012 V(1)=C1.DO-UP)ODEXP(-RHOOUP)
0013 V(NQ):1 .DO-(l1.DO-DN)*DEXP(-RHO*DN)
00141 DO 103 IQ=2,NQ-1
0015 DIQ=IQ
0016 A9=DMIN1C1.DO,2.DO'TRES*CDIQ-DNQ/2.DO)/(DNQ-2.DO))
0017 A8=DMAX1(-l.DO,2.DO'TRES*(DIQ-1.DO-DNQ/2.D0)/(DNQ-2.D))
0018 UPP=(l.D0-A9)'(l.D0-A9)/C2.D0'(1.D0+A9*A9))
0019 DNN=C1.DO-A8)'(1.DO-A8)/(2.DO*(1.DOA8*A8))
0020 V(IQ)=(l1.DO-UPP)*DEXP(-RHO'UPP)-(l1.DO-DNN)*DEXP(-RHO*DNN)
0021 103 CONTINUE
0022 ELSE
0023 DO l00 rQ=1,NQ
0024 DIQ=IQ
0025 A9=DMINI(l.DO,2.D0'TRES*(DIQ-DNQ/2.D)/(DNQ-2.DO))

*0026 A8=DMAX1(-1.DO,2.DO*TRES*(DIQ-1.DO-DNQ/2.DO)/(DNQ-2.DO))
0027 A8NEXT=t*IAX1 (-1 .DO,2.DO'TRES*(DIQ-DNQ/2.DO)/CDNQ-2.D0))
0028 UPPP=C1.DO-A9)0(1.DO-A9)/(2.DO*C1.D4.A9'A9))

4'0029 DNNN=C1.DO-AA)'(l.DO-AA)/(2.DO*(1.DO+A8'A8))
0030 IF(A8.EQ.-l.DO.AND.A8NEXT.EQ.-1.DO) GOTO 100
0031 V(IQ):(l1.D0-UPPP)*DEXP(-RHO*UPPP)

$ -( 1.DO-DNNN)*DEXP(-RHO'DNNN)
0032 IF(A9.EQ.1.DO) GOTO 101

%0033 100 CONTINUE
0034 ENDIF

10 0035 101 CONTINUE
C for special case N=2 (threshold must be 0)"

C --------------------------------------------------------

0036 ELSE IF(NQ.EQ.2 ) THEN
4'0037 V(1)=.5D0'DEXP(-RHO/2.DO)

0038 V(2)=.5D0'DEXP(-RHO/2.DO)*(2.DO*DEXP(RH0/2.DO)-l.DO)
0039 ENDIF
0040 RETURN
0041 END
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APPENDIX 5F

AN ALTERNATE FORM FOR (5-66)

In the main text, the L-fold convolution of the discrete probability

density function of the decision variable is given as a double summation,

which we repeat here for easy reference:

(L) N (L-1)(N-1)+1 (L1)
Vk = E E Vi V (5F-1)

i=1 j=1 v
i+j-I = k

The constraint i + j - 1 = k in (5F-1) restricts the summation over j to a

single term for each value of i, namely j = k- i + 1. Furthermore, the max-

imum value of k is readily found from the end points, i = N and j = (L-1)

•(N-1) + 1, or

kmax = N+(L-1)(N-1)+1 = L(N-1)+1 (5F-2)

Therefore, the L-fold self-convolution may also be written as the single

summation

(L) N , (L-1)
Vk = . Vi Vki+ 1 , k = 1, 2,..., L(N-1)+1. (5F-3)

5i=l

o°'
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APPENDIX 8A

NUMBER OF WAYS a JAMMED HOPS MAY BE
N DISTRIBUTED OVER GROUPS OF L1 AND L2

HOPS WITHOUT REGARD TO ORDER WITHIN EACH GROUP

Out of a total of L, + L2 hops, i hops are jammed with O,<' a L1 +L2 •

The total number of hops is partitioned into two disjoint groups of L1 and L2

hops, respectively. We desire to count the number of ways the jammed hops

Vcan be split between the two groups without regard to the sequence of jammed

hops in each group.

Without loss of generality, we may assume L1  L2 (we may relabel the

two groups, if necessary, to achieve this). If a< L1 , then we may have:

0 jammed hops in L, hops, a jammed hops in L2 hops;

or

1 jammed hop in L1 hops, a-I jammed hops in L2 hops;

or

2 jammed hops in Llhops, a-2 jammed hops in L2 hops;

or c jammed hops in L1 , 0 jammed hops in L2.

The total number of such ways is clearly a+1. On the other hand, if > L,

* then there can be no more than L, jammed hops in L, hops, and hence there are

0 or 1 or ... or L, jammed hops in L, hops and correspondingly a or a-i or ... or

ca-L1 jammed hops in L2 hops, for a total of L1 + 1 ways. We may then conclude

*there are 1+min(a, L1 , L2) ways of splitting the a jammed hops between the

two groups without regard to the sequence of jammed hops in each group.
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APPENDIX 8B

A NUMERICAL ALGORITHM FOR COMPUTING
THE JAMMING EVENT PROBABILITIES n L()

For general M, the analytical expression to compute the jamming

event probabilities for L-hops/symbol becomes quite involved. A more practical

approach is, therefore, needed. Since the differences between the tone jamming

models are all reflected in the event probabilities on a per-hop basis, only

one program is needed to compute the event probabilities for the general case

of L hops/symbol. However, before going into the details of the program coding,

we first show, by example, the algorithm that is needed.

Assume that on a given hop for, say M=2, Pr{O, O}= a, Pr{O, 1} = b,

Pr{1, O} = c and Pr{1, 1} = d. We further assume that the jamming events on

each one of the L hops are independent. For L=2, the jamming events with their

corresponding event probabilities can be described by the matrix illustrated

in Figure 8B-1. In Figure 8B-la, the jamming events for the 2-hop case are

obtained by adding the corresponding digits of the rows and columns of this

array and recording the result at the corresponding intersection. Thus, at the

intersection of (1,0) and (1,1), we obtain (2,1) and at the intersection of

(1,1) and (1,1), we obtain (2,2). In Figure 8B-1b, the event probabilities for

the 2-hop case are obtained by multiplying the event probabilities of the

corresponding columns and rows of the array and recording the result at the

corresponding intersection. By combining the two figures, we thus obtain the

jamming events with their corresponding event probabilities for L=2 hops/symbol.

However, if we carefully examine the matrix, we note that the event (1,)

appears four times and the events (0,1), (1,0), (1,2), and (2,1) each appear

twice. The next step is, therefore, to combine the events that are the same
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___ EVENTS ON HOP 1
0 0 01 10 1 1

N 0 0 00 01 10 11

0
x 01 01 02 11 12
z

(a) 0

10 10 11 20 21
-. z

w
- W 11 1 2 2 1 2 2

%,'S

EVENT PROBABILITIES ON HOP 1
- a b c d

u a a 2  ab ac ad

c-.-.b ab bc bd
(b) _b

0 - z c ac bc C2  cd

2
> w d ad bd cd" " I II

HOP 1 PROBABILITY (EVENT)
a (0 0) b (0 1) c (1 0) d (1 1)

. a a 2  ab ac ad

( 00) (00) (0 1) 10 ) 1 1)

b ab b2  bc bd

Cc . (01) ( 1) (0 2) (1 1) (1 2)

0. ,, c ac bc c 2  cd

( (1 0) (1 0) (1 1) (2 0) (2 1)

.00 d ad bd cdd
Z 1) 1) (1 2) (2 1) (2 2)

FIGURE -B-1 RECURSIVE COMPUTATION OF JAMMING EVENT PROBABILITIES
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and sum the probabilities of these events. This gives 112(0,0) = a2, n2 (0,1)
= 2ab,

:!2 (0,2) = b
2, 2 (1,0) = 2ac, r2 (1,1) 

= 2ad+ 2bc, 12 (1,2) 
= 2bd, 12 (2,) C2 , 12 (2,1) 

= 2cd,

and 412 (2,2)
= d2. If we sum all the event probabilities for the two hop case,

we hav~l

The jamming events and their corresponding event probabilities for the

case of L=2 which are obtained by the above process can be used to determine

the jamming events for L=3 and their corresponding probabilities by forming

*matrices with row elements equal to the events and probabilities for L=2 as

just computed and column elements for L=1. We then repeat the process using

this new array. In a similar fashion, we can iteratively compute event prob-

abilities for any value of L.

The algorithm to generate the jamming events and their corresponding

probabilities for the case of L hops can be summarized as follows.

1. Input values for L, M, N, q, and the jamming model, where

L = number of hops/symbol,

M = alphabet size,

-.- N = number of hopping frequencies,

A. and q = number of jamming tones.

2. Using the above input values, compute Pr{ ,I2 ...,LM} on a

per-hop bas.is as a function of M, N, q, and the jamming

Amodel.

3. Discard those events for which the probability computed in

P step 2 is zero. If we were to omit this step, we would have

(L+1)M distinct events to store in the computer's memory.
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4. Consider the one-hop jamming event i as a subscript of an

L-dimensional array of size 2 x 2 x... x 2 and map the sub-

scripts of the non-zero jamming events into their equiva-

lent linear subscripts according to the rule

(0, 0, 0,... ,0) = linear equivalent 0

(0, 0, 0,...,l) = linear equivalent 1 NN

(1, 1, 1,*...,1) = linear equivalent 2M-I

M dimensional

If all the elements have non-zero values, we will have mapped

NN= 2M subscripts. If some events were discarded in step 3,

M
we will have NN< 2

5. Store the NN equivalent linear subscripts corresponding to the

jamming events having non-zero probabilities compactly in an

array, say ISUB(NN) such that

ISUB(1) = linear equivalent subscript of Ist event with

non-zero probability

ISUB(2) = linear equivalent subscript of 2nd event with

non-zero probability

ISUB(NN)= linear equivalent subscript of last event with

non-zero probability

and store in another array, say A, the correspondinq event

probabilities,

A(1) = probability of Ist event with non-zero probability

A(2) probability of 2nd event with non-zero probability

A(NN): probability of last event with non-zero probability.
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Thus A(i) contains the ith non-zero event probability

and ISUB(i) contains the equivalent linear subscript

"-: identifying the jamming event.

6. Copy array A into a second array, say D, and ISUB into a

second array, say IDSUB.

7. Set LL=1

8. Set arrays C and ICSUB to all zeros.

9. Use M nested loops, each running from 0 to 1, to index one-hop

jamming events in array A and M additional nested loops, each

running from 0 to LL, to index LL-hop jamming events in array

D.

10. For the pair of events described by the loop indices, form the

equivalent linear subscripts and search the arrays ISUB and IDSUB

for their respective values. If either or both are not found,

go to step 14. Else assume the equivalent linear subscripts

were found at ISUB(i) and IDSUB(j), respectively.

11. Recover the vector subscripts corresponding to i and j, say

I(1),...,I(M) and J(1),...,J(M), respectively, and form the

subscript K(1),...,K(M) according to the rule K(m)= I(m)+ J(m),

m=1,2,...,M.

12. Compute the equivalent linear subscript for K, assuming the

array C to be (LL+I) x (LL+1) x...x (LL+I) elements. Search the

ICSUB array for this entry. If found, record the location, say

k, and go to step 13. Else make an entry in an available

location in ICSUB and record this value as k.

13. Add the product A(i). D(j) to C(k).

14. Step the nested loops begun in step 9. If all the loops are

not exhausted, go to step 10.
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15. If LL equals the desired number of hops L, go to step 19.

16. Copy arrays C and ICSUB into arrays D and IDSUB, respectively.

17. Increment LL by i.

18. Go to step 8.

19. Sort the array ICSUB into ascending order, carrying the

elements of the array C along with elements of array ICSUB as

they are sorted.

20. For each element of array ICSUB, output the corresponding

vector subscript as the jamming event and the corresponding

value from array C as the probability of the jamming event.

21. Stop.

.; The reasons for linearizing the original M-dimensional vector sub-

script are related to computer memory and FORTRAN restrictions. With an M-

dimensional vector subscript, say an array of the form

DIMENSION A(L+1, L+1,...,L+1),

a total of (L+ 1)M numbers must be stored if all elements are stored. For L=4

and M=8, assuming 4 bytes of memory per floating point number stored, each

array would require 4 x 58 = 1,562,500 bytes of memory. If the array is

.Z sparse, we can save substantial amounts of memory by storing only nonzero

elements, along with the corresponding subscripts. Linearizing the subscripts

facilitates storage of the subscript for arbitrary M without wasting memory

on a multidimensional subscript array since FORTRAN must define the array's

dimensionality at compile time. Linearizing the subscript also avoids limitations

imposed by the maximum of 7 subscripts allowed by FORTRAN, which would otherwise

restrict the program to M.<7.

Since the key to the algorithm is the linearization of the subscripts,

an algorithm for this process is required. A suitable algorithm, based on the
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lexicographical storage sequence of FORTRAN (i.e. first subscript varying

most rapidly) is as follows. Define the array A by the pseudo-FORTRAN-77

statement

DIMENSION A(L1:Ul,L2:U2,-.,L M:U M

where the i-th subscript ranges from L. to U.. Then the offset from the array

origin (in units equal to the size of one element of A) of element A(ijii2,..., M )

is

LINEAR = ((U-L+1)((... (UM 2 -LM_2+I)((UMI-LMI+I)(gM-LM) + (M_ -LM_)

.+ ... ) + ( 2-L2))) + (il-L,). (8B-2)

The vector subscript may be recovered by the following algorithm:

1. Set TEMP = LINEAR

2. Set I= 1

3. Set L= Ui-Li+1.

4. Set gi = (TEMP modL)+ Li -

5. Set TEMP = JTEMP/LJ.

6. Set I=I+1.

7. Repeat steps 3 through 6 while I.< M.

8. Stop.
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APPENDIX 8C

COMPUTER PROGRAM TO COMPUTE

JAMMING EVENT PROBABILITIES

The following pages contain a listing of a FORTRAN-77 computer

program which implements the algorithm described in Appendix 8B. The

subroutines INPUT and INPUT1, which were separately compiled, implement

the 1-hop probability calculations for two different .iamming models.
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J. S. LEE ASSOCIATES, INC.

APPENDIX 8D

ALTERNATE FORMS FOR THE ONE-HOP

JAMMING EVENT PROBABILITIES FOR
INDEPENDENT MULTITONE JAMMING

The probability nl1(_) rf the occurrence of the jamming event v

is given by (8-35a)-(8-35c). These equations may also be expressed in a

number of other forms. Beginning with the expression from (8-35c) we have

the following progression of forms:
~~(q-t+l)j (N-q-M+I)M_,

.1() = (8D-1)
(N-M+1)M

1(q+ 1)r(N-q+l-l)r(N-M+1) (8D-2)~r(q-t+l) r(N-q-M+1) r(N+I)

- q!(N-q-) (N-M)! (8D-3)

(q-z) I (N-q-M) !N!
m.2,

.q), ! (N-q-X)
= (8D-4)

(N ) (N-q-M)M

= - (BD-5)
., (N)(N-q) N!, M i

(q) (N-q)
- M (8D-6)
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J. S. LEE ASSOCIATES, INC.

APPENDIX 8E

DERIVATION OF APPROXIMATE FORMS
FOR ERROR PROBABILITY OF BFSK/FH
IN THE PRESENCE OF BOTH THERMAL

NOISE AND TONE JAMMING

To obtain a more readily computed expression for the bit error

probability, we approximate the noncentral x2 density function by a truncated

Taylor series. We begin with the usual expression for the noncentral x2

density,

v-2

. x(a;xv) 1 exp - -)- I _2 (a ), (8E-I)

with noncentral parameter X and v degrees of freedom. If we replace the

modified Bessei function in (8E-1) with its power series representation, we

obtain

v-2

X 2

n=O ~ nI r(n + 2

which may be rearranged to yield the form

-X/ jw n+/2) -I2

P 2 (0x;X,v) e . ' " - (n+,/2)
xr n! E2-) 7 v-2

(8E-3)

from which it is apparent that the noncentral x2 density may be expressed as

an infinite series of central (X=O) x2 densities,

Px2(/;X,v) = (,/2)n P 0, v+ 2n). (8E-4)

n=O

531



.J S. LEE ASSOCIATES, INC.

We now desire to express p 2 (a;X,v) in a Taylor series with respect
x

to the noncentral parameter x. From (8E-4) we obtain the derivatives

ap 2 1
x2  - I (a;X) + - Px2(a;X,v+2) (8E-5)ax - 2 PX2 2

and

I P (a;,V)+ -1P 2a~xv+2)]
4- 2 - 2 + x

+ L P2(c;X,v+ 2) + I Px2(a;Xv+4

=.- [PX2(=;X,v) - 2Px2 (a;x,v+2) + p 2(a;Xv+4)]. (8E-6)

If we set

X= a + bn (8E-7)

and write the Taylor series for p x2(a; a+bn,v) about the point xo = a, we obtain

the result

P2 (ai; a+bn,v) p 2(ct;a,v) + P flP [ 2 (;a~v+2) p P 2 (at; a~v)]

+ - PX2(a;a,v) - 2px2 (a; a,v+2) + Px2 (a; a,v+4 . (8E-8)

To apply the result (8E-8) to the problem of tone jamming, we refer

to (8-7) for the noncentral parameter of the density function of the signal

channel. If we let
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iq
S case~ (8E-9)

z= 1

where the ei are the phase differences between the signal and the jaming tones

on the z, jamed hops, then we can use

-J E(n) = 0 (8E-10)

and

E(n2) = E(cos2ei) = 1/2 (8E-1I)
1=1

in conjunction with (8E-8) to write

* EIP2(z;a+bi~v)l

+ 1 (b2+ [pX2(,;av) - 2Px2 (a; a,v+2) + PX2(a; a,v+4

(8E-12)

*or

b2 bP2(2;s) [Px2(a;a,v+4) P 2(a; a,v+2
! Pzl (I  16 16 Px(;x ) +

(8E-13)

where

v = 2L, (8E-14a)
2Eb I ______

a = N (K + Z1 (8E-14b)

and
S I Eb

b = 4 YEb/N (8E-14c)
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Upon substituting the explicit form for p x2 (a;a,v) into (8E-13) and factoring

out common terms, we obtain

L-1

p (alij) .exp( -~a 2-

+ L I LoL,) 2L1 (8E-15)

Using the recurrence relation for the modified Bessel functions [4, eq. 9.6.26]

in (8E-15), we can reduce the number of Bessel functions which must be computed

by writing IL+1(-) in terms of IL(.)and IL-1(.)' with the result

Z 2 1[, 6 a a) L- 1

~~Z21  +it)~ ex ( )[ L/(2 (8)](1))

Finally, we use (8E-16) in (8-18) to obtain the approximate form for

the conditional error probability,

, Ps(ejzjZ2) = J da pz (dali) Jo do pZ( I2) (8E-17a)

where the inner integral is readily computed in terms of the generalized Q-

function [25] and p (alj) is given by (8E-16) and (8E-14).z5
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We further note that a one-term approximation to p (0ii'i),

*. corresponding to taking only the first term of the Taylor series in (8E-18),

may be obtained from (8E-16) by setting b= 0 to give

.i'.~ ~ Pz(ali ) y exp(- () L 1 /  ILl-a. (8E-17b)

2-

The form given in (8E-17) may also be viewed as an approximation obtained by

over-bounding coso i by one.

5,-Ji
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APPENDIX 8F

COMPUTER PROGRAM TO COMPUTE
BIT ERROR PROBABILITY FOR

BFSK/FH WITH L HOPS/BIT
IN THE PRESENCE OF BOTH THERMAL NOISE

AND INDEPENDENT MULTITONE JAMMING
USING APPROXIMATE FORMULATION

The followinq pages contain a listing of the FORTRAN-77 program

used to obtain numerical values of the probability of bit error for

BFSK/FH with L hops/bit in the presence of both thermal noise and

independent multitone (randomly placed tones) jamming using an approx-

imate form for the signal-channel density function.

The function DXI used in this program is given in Appendix

41. A listing of the numerical integration routine DGAU20 may be

found in Appendix 4G, listing page 11, under the name DGAU. The

function PNXY, which computes the generalized Q function using

Shnidman's algorithm r251, is given in Appendix 81. For subroutinr

DXBESI, see Appendix 4G, listing paqes 12-13.

The constant PISQ in the function PDFZET is 7r2.

.i,
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APPENDIX 8G

COMPUTER PROGRAM TO COMPUTE
BIT ERROR PROBABILITY FOR

MFSK/FH WITH L HOPS/SYMBOL AND
AT MOST ONE JAMMING TONE PER M-ARY BAND
IN THE PRESENCE OF BOTH THERMAL NOISE

AND TONE JAMMING USING EXACT FORMULATION

The following pages c' ntain a listinq of the FORTRAN-77 program

used to obtain numerical values for the probability of bit error for

MFSK/FH with L=1 hop/symbol and at most one jamming tone per M-ary band

in the presence of thermal noise, using special-case exact formulas.

For a listing of the subprogram DBINCO, see Appendix 4F,

listinq page 8. For a listing of the subprogram DXBESI, see Appendix

* 4G, listing pages 12-13.
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APPENDIX 8H

COMPUTER PROGRAM TO COMPUTE
BIT ERROR PROBABILITY FOR

MFSK/FH WITH L HOPS/SYMBOL
IN THE PRESENCE OF BOTH THERMAL NOISE

AND BARRAGE TONE JAMMING
USING EXACT FORMULATION

The following pages contain the listing of a computer program

written in FORTRAN-77 to compute the bit error probability for MFSK/FH

with L hops/bit in the presence of both thermal noise and barrage tone

jamming, using the exact analytical formulation. To adapt the program

to other tone jamming models, one need only replace the calculations

in the subroutine PRIHOP with the appropriate one-hop jamming event

probabilities for whatever jamming model is desired.

For a listing of the function DXI which is used in this

program, see Appendix 41. The subroutine DCEL1 computes the complete

elliptic integral of the first kind. It is a double-precision adapta-

*tion of CELl from the Digital Equipment Corporation Scientific

Subroutine Package [191. For function PNXY, see Appendix 81.

* This program makes considerable reuse of temporary storage

areas and a large virtual array to avoid a complicated overlay

structure.
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!

APPENDIX 81

GENERALIZED Q-FUNCTION SUBPROGRAM

The followinq pages contain a listing of the FORTRAN-77 function

subproqram which computes the generalized Q-function usinq Shnidman's

algorithm [25]. This function is used by several of the programs

contained in other appendices of this report.
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